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Abstract: This study examines the comparative quality of AI-generated 
satirical content against human-written satirical articles. Using a database 
of 160 satirical articles from Times New Roman as a baseline, we developed 
20 AI-generated stimuli using Artificial Intelligence (AI) and ww evaluated 
the stimuli in comparison with real satire news using four large language 
models (LLM) (Deepseek, Claude, Gemini, and ChatGPT). Through empirical 
evaluation, we assessed whether AI-generated satirical content is perceived 
as more humorous than authentic human-written content. This research 
contributes to understanding the evolving capabilities of AI in creative 
content generation and its implications for humor perception, media 
production, and computational linguistics.  
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1. Introduction 

 
The rapid advancement of large language models (LLMs) has enabled powerful text 

generation across diverse domains, from technical writing to storytelling (Bubeck et al., 
2023; Jakesch et al., 2023). Yet satire—a form of humor rooted in cultural awareness, 
subversion, and linguistic nuance—remains a key challenge for AI. Crafting satire requires 
not only irony and hyperbole but also sociopolitical context to strike a balance between 
critique and humor (Veale & Li, 2022). Earlier humor-generation approaches relied on 
templates (Chandrasekaran et al., 2016) or incongruity-resolution models (Attardo, 2001), 
but LLMs' ability to produce culturally resonant satire that meets human creative standards 
is still underexplored. Despite advances like few-shot learning, studies show LLMs often 
struggle with context and audience adaptation (West & Horvitz, 2019; Jakesch et al., 2023). 
Effective satire also depends on pragmatic inference and shared cultural knowledge 
(Hutcheon, 1995), which LLMs may not replicate reliably. Moreover, most humor 
evaluations rely on human raters, raising concerns about scalability and consistency as LLMs 
are increasingly used to both generate and assess creative content. 
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This study addresses these gaps through a three-phase approach. Firstly, we analyze 
structural and thematic patterns in human-written satire using methods from 
computational humor research (Hempelmann, 2008). Secondly, we generate 
comparable satirical texts using Claude (Anthropic, 2024) under controlled prompts. 
Finally, we introduce a cross-LLM evaluation framework involving Deepseek, Claude, and 
ChatGPT to assess humor, allowing direct comparisons across human and AI outputs 
while measuring evaluator agreement. 

Our research has three goals: (1) to identify linguistic markers of effective satire in 
human and AI texts, (2) to evaluate the humor quality of Claude-generated satire using 
automated assessments, and (3) to benchmark LLM reliability as humor evaluators. Two 
central research questions guide the study: 

RQ1: Does Claude-generated satire receive higher humor ratings than human-
authored content when evaluated by LLMs such as ChatGPT, Gemini, Deepseek, and 
Claude? 

RQ2: How consistent are humor evaluations across different LLMs, and how do they 
perceive the quality of satire? 

 
2. Literature Review 
2.1. Anthropocentric beliefs and the perception of AI Art 
 

Despite significant advancements in AI's creative capacities, there remains a notable bias 
against AI-generated artwork. This bias is largely driven by anthropocentric beliefs that 
associate creativity and artistic value with human cognition and emotion (Messer, 2024). 
People generally perceive AI-generated content as lacking the authenticity, intention, and 
emotional depth believed to be inherent in human-made art. These beliefs create a 
psychological barrier to appreciating AI-generated works on an equal footing. 
 
2.2. Perceived deficits in creativity, emotion, and quality 

 
Multiple empirical studies have shown that participants consistently rate AI-generated 

art lower than human-made counterparts in dimensions such as creativity, emotional 
impact, and overall aesthetic quality, even when they are unable to reliably distinguish 
between them (Chamberlain et al., 2017; Ragot et al., 2020; Samo & Highhouse, 2023). 
This suggests that evaluations are influenced less by objective quality and more by 
assumptions about authorship. Moreover, artwork known to be produced by AI is seen 
as emotionally sterile and less capable of evoking profound emotional responses such as 
awe or empathy—critical elements of aesthetic engagement (Millet et al., 2023; Agudo 
et al., 2022). This emotional detachment reinforces the idea that machines cannot 
“feel”, and therefore, cannot produce work that makes others feel. 
 
2.3. Implicit bias and attribution effects 
 

Interestingly, biases against AI art persist even on a subconscious level. In studies using 
eye-tracking and implicit measures, participants exhibited longer visual engagement and 
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more favorable attitudes toward artwork they believed to be human-made, despite 
being visually identical to AI-generated pieces (Zhou & Kawabata, 2023). This reveals the 
strength of implicit anthropocentric bias in shaping aesthetic experiences. Further 
research emphasizes the attribution effect—that is, the knowledge of an artwork's 
origin dramatically affects its evaluation. When participants are told that a work was 
created by AI, they are more likely to assess it negatively, regardless of its objective 
quality (Gangadharbatla, 2021; Van Hees et al., 2025). This indicates a form of labelling 
bias that can override actual perception. 
 
2.4. Perceptions of creative authenticity 
 
A consistent finding in prior research is that AI is perceived to lack creative 
authenticity—the ability to produce original and intentional artistic expression. This view 
is rooted in the belief that true creativity requires consciousness and emotional 
experience, traits not attributed to machines (Messer, 2024). While much of this 
research focuses on visual art, similar biases likely extend to satirical writing, which also 
relies on creativity, emotional engagement, and perceived intent. 

This study examines whether such biases influence the evaluation of AI-generated 
satire, comparing it to human-authored texts from the online satirical publication Times 
New Roman. Times New Roman is a Romanian online satirical outlet that uses humor 
and irony to reflect on local political and social dynamics, aiming to “highlight 
absurdities in public life” (“Despre noi”, Times New Roman, n.d.). By building on 
literature on perception bias and artistic credibility, we explore whether audiences 
discount AI-generated satire due to a perceived absence of cultural intuition, irony, or 
subversive wit. In doing so, we extend the discussion of AI creativity into the domain of 
computational humor and cultural critique. 
 
3. Methodology 
 

This study employed a structured methodology to compare human-authored and AI-
generated satire. A corpus of 160 satirical articles from the online satirical publication 
Times New Roman was compiled, selected for thematic diversity and publication range. 
The data collection ranged from 29.11.2024 until 27.01.2025. These were analyzed using 
a detailed coding scheme capturing structural, linguistic, and thematic elements, along 
with specific humor mechanisms. Based on these findings, Claude.ai was selected for 
stimulus generation due to its advanced contextual and creative language capabilities. 

Building on Gross’s (2024) evaluation framework for AI-generated visuals, 
standardized prompts were developed to reflect the recurring patterns identified in the 
Times New Roman dataset. These prompts were iteratively refined to guide Claude in 
producing 20 satirical articles that mirrored the structural and stylistic diversity of the 
human-written corpus. 

To evaluate both human and AI-generated satire, a mixed-method assessment was 
conducted using four state-of-the-art LLMs—Deepseek, Claude, ChatGPT (GPT-4), and 
Gemini. Each model evaluated the 20 Claude-generated articles and a matched sample 
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of 20 human-authored pieces, enabling direct comparison across evaluators. 
A standardized evaluation form was used, assessing humor quality, satirical 

effectiveness, language use and creativity, conciseness and impact, cultural relevance, 
and originality. Each LLM provided both quantitative ratings (on a 1–10 scale) and 
qualitative feedback. Evaluation prompts were tailored to each model’s interface to 
ensure consistent and comprehensive responses. This approach extends Gross’s (2022) 
earlier work by systematically benchmarking LLM evaluators across multiple satire 
dimensions and advancing the comparative study of AI and human creativity in humor. 

 
4. Results 
 

 
Fig. 1.  Distribution of emotional impact categories across thematic domains in satirical 

article titles 
 
This analysis of the title examines the distribution of typologies in relation to articles' 
central themes and the emotional impact they generate. The data is organized in a 
crosstab table, highlighting relationships between the variables analyzed. The purpose 
of this report is to interpret these relationships and identify patterns in title usage 
according to subject matter and emotional response elicited from readers. The data 
indicates that the most frequent emotional impact associated with the articles analyzed 
is pure amusement, with a total of 71 occurrences, followed by irritation/discomfort (40 
occurrences), amusement and reflection (34 occurrences), and critical reflection (15 
occurrences). This suggests that most titles analyzed are designed either to entertain 
readers or to provoke strong reactions of discontent. Titles that stimulate critical 
reflection are the least frequent, potentially indicating a preference for content that 
generates immediate reactions rather than in-depth analysis. Clickbait and provocative 
titles are most frequent in the "pure amusement" and "irritation/discomfort" categories, 
suggesting these title types are employed to generate strong reader reactions. For 
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instance, clickbait titles appear in 20 cases within the “pure amusement” category and in 
9 cases within the “irritation/discomfort” category, indicating an editorial strategy 
focused on attracting attention through sensationalist headlines. In contrast, neutral 
titles are more evenly distributed but occur more frequently in articles generating 
critical reflection, suggesting a more sober and analytical approach for this type of 
content. 
 Thematic category analysis indicates that articles with political themes are most 
associated with either “pure amusement” (20 articles) or “irritation/discomfort” (14 
articles). This suggests that political themes are either approached in an ironic or 
satirical manner or generate feelings of discontent. Articles about entertainment show a 
similar distribution, with 22 cases in the "pure amusement" category and 8 cases in 
“amusement and reflection”, confirming their predominantly recreational nature. 

Conversely, articles concerning economy and technology are less represented and 
tend to have a reduced emotional impact. These thematic categories have fewer titles 
associated with amusement or irritation, suggesting they are approached in a more 
neutral or informative style. Meanwhile, articles about social issues are relatively 
uniformly distributed across all emotional impact categories, indicating a diversity of 
approaches in addressing this subject. 

The data analysis suggests that clickbait and provocative titles are particularly utilized 
in content aimed at generating strong emotions, such as amusement or irritation. 
Additionally, political and entertainment themes are most likely to be associated with 
titles intended to elicit intense emotional reactions, while economic and technological 
domains are less frequent and approached in a more sober manner. Neutral titles are 
more commonly found in articles with an analytical character or critical reflection. These 
findings highlight the editorial strategies employed according to the subject matter and 
suggest that title selection plays an essential role in influencing public perception and 
reaction. 

 

 
Fig.2.  Performance of large language models (LLMs) in classifying AI-generated versus human-

written headlines 
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The study compared how four LLMs (ChatGPT, Gemini, Claude, and Deepseek) 
distinguish between AI-generated and human-written news headlines. Each model 
classified 40 headlines (20 humans, 20 AI). Results showed a significant bias: the models 
correctly identified 87.5% of human headlines as “Real” (70/80) but only recognized 
16.3% of AI-generated headlines as "AI" (13/80). This demonstrates these LLMs are 
much better at recognizing human content than AI content, consistently favoring a 
"human-written" classification. 
 

 
Fig. 3. Comparative humor ratings of AI-generated and human-authored satirical titles 

across LLM evaluators 
 

Analyzing model-specific results, both ChatGPT and Gemini correctly classified 85% of 
human headlines but only 15% of AI-generated ones. Claude performed better with 
human content (95% accuracy) but worse with AI detection (10% accuracy). Deepseek 
showed the highest AI detection rate, correctly identifying 25% of AI headlines while 
maintaining 80% accuracy for human content. 

Despite the equal distribution of AI and human titles in the sample (50% each), all 
models significantly overused the "Real" label. For example, ChatGPT labeled 85% of all 
headlines as "Real" regardless of origin, revealing a systematic false negative problem in 
AI content detection. This suggests that either LLMs rely on overly simplistic linguistic 
patterns or that AI-generated text has become nearly indistinguishable from human 
journalism. 

Model-specific analysis revealed that ChatGPT and Gemini accurately classified 85% of 
human-written headlines but only 15% of AI-generated ones. Claude showed 95% 
accuracy with human titles and just 10% for AI, while Deepseek had the best AI 
detection rate at 25%, with 80% accuracy for human content. Despite a balanced 
dataset (50% AI, 50% human), all models disproportionately labeled headlines as 
“Real”—ChatGPT, for instance, applied this label to 85% of all items, indicating a false 
negative bias and difficulty detecting synthetic content. 

These results underscore a gap between LLMs’ generative and discriminative 
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capacities and align with prior findings on their weak authorship detection (Messer, 
2024). Evaluative results showed Claude-generated satire often received higher humor 
ratings than human texts. Gemini gave 85% of Claude's titles perfect scores (vs. 65% for 
human), and Claude itself rated 95% of its outputs as 9 or 10 (vs. 85% for human). 
ChatGPT also favored Claude’s satire (75% vs. 55% rated 9–10), while Deepseek 
maintained more balanced scoring across sources. 

Overall, Claude's satire was consistently rated higher—especially by Claude and 
Gemini—suggesting evaluator bias toward familiar generative patterns. These findings 
highlight growing sophistication in AI humor but also raise concerns about model self-
assessment and the need for human validation in evaluating cultural nuance. 

 

 
Fig. 4. Crosstabulation of humor quality ratings by title source (AI/human) and 

evaluating LLM 
 

A crosstabulation examined the relationship between title source (AI vs. human-
generated) and perceived humor quality across four LLMs. The analysis revealed 
distinctive patterns for each model. ChatGPT's AI titles consistently received mid-to-high 
humor scores (55% rated 8, 30% rated 9), while human-generated titles showed greater 
variability. Gemini demonstrated the strongest AI performance, with 85% of its AI titles 
receiving the maximum humor score (10), compared to 65% of human titles. Claude's 
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humor scores were more evenly distributed between AI and human sources, with AI 
titles slightly favored at the highest rating (45% vs. 35% receiving 10). Deepseek showed 
the most balanced distribution, with similar proportions of AI and human titles across 
ratings 8-10, though human titles had a slight edge at the maximum score. 

Across all models, AI-generated titles received top ratings (9-10) more frequently 
(56.2% vs. 45% for human), but human titles still claimed most maximum scores (55.6%). 
Lower humor scores (5-7) were predominantly assigned to human-generated content, 
particularly at score 7 (70.6% human vs. 29.4% AI), highlighting the greater variability in 
human contributions. 

 
5. Discussion, Conclusion and Further Research 
 

Our study highlights the evolving capabilities of AI in generating satirical content and 
the challenges of automating humor evaluation. Addressing RQ1, Claude's satire 
consistently received higher humor ratings than human-authored content, particularly 
when evaluated by Gemini and Claude. This likely stems from alignment between AI 
outputs and the evaluators’ training, which favors linguistic fluency and formulaic 
humor. However, Claude showed a self-assessment bias—rating its own work more 
favorably—underscoring the limitations of LLMs as objective evaluators. This bias 
reflects attribution effects observed in prior research (Gangadharbatla, 2021; Van Hees 
et al., 2025), where authorship influences perceived quality, even within AI. 

Regarding RQ2, LLMs struggled to distinguish AI-generated satire, revealing a false 
negative tendency and a lack of metacognitive capacity for content discrimination. This 
aligns with concerns about LLM reliability in content authentication (West & Horvitz, 
2019) and supports the need for external mechanisms like watermarking or hybrid 
evaluations. 

Unlike the anthropocentric biases found in visual art (Millet et al., 2023; Ragot et al., 
2020), LLMs showed no such bias in satire evaluation. While human judges may perceive 
AI humor as emotionally sterile (Agudo et al., 2022), LLMs focus on linguistic structure 
over cultural or subversive cues—key elements of effective satire (Veale & Li, 2022). 

In sum, AI-generated satire can score well with LLM evaluators, but systematic biases 
and misclassification limit broader applicability. Claude’s fluency rivals’ human satire, yet 
AI assessments lack reliability for human-centered evaluations. Thus, while AI is a 
promising tool in media production, human oversight remains essential to preserve 
cultural depth and relevance. 

Future research should expand on our findings by exploring AI’s role in satire and 
humor evaluation across broader cultural and linguistic contexts. A key direction 
involves comparing human and AI assessments to determine how closely LLM-based 
humor evaluations align with human perceptions, especially in terms of contextual and 
emotional resonance versus linguistic fluency. Addressing evaluative biases—such as 
self-preference and false negatives—calls for strategies like adversarial training, prompt 
engineering, or hybrid frameworks incorporating human oversight. 

Cultural limitations of current models also merit attention, as satire relies heavily on 
sociopolitical nuance and localized idioms. Studying LLM performance in non-Western 
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contexts could reveal how well these systems adapt to region-specific satire beyond 
their training data. In parallel, specialized detection tools are needed, since general-
purpose LLMs struggle to reliably identify AI-generated text. Finally, hybrid creative 
approaches—where AI drafts are refined by humans—could blend computational 
efficiency with human insight, promoting outputs that are both technically polished and 
culturally meaningful. Advancing these lines of inquiry will support more ethical and 
effective AI integration in creative work. 
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