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Abstract: In this paper, we use the decision-making tree to explain the impact attendance 
has on students’ final success. The paper analyses the results of 56 students in 3 subjects 
during the academic year 2016/2017 (first, second and third-year students of Business 
Mathematics, Statistics and Managerial Economics at the SEE University in Tetovo). The 
results show that attendance is the most important of the 5 attributes in this study, placing it 
at the root of the tree. In constructing the Decision-making Tree, we have used the ID3 
Algorithm within the Weka software package. 
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1. Introduction 

 
In present -day conditions, when the information and communication technology is 
developing vigorously, and electronic devices and services take, on a daily basis, a 
great amount of our time, student’s attendance remains in the spotlight to many 
Universities. 

At the South East European University, student-centered teaching has an 
important place: there has been given great importance to teaching and learning 
interactively. 

On the other hand, knowledge of mathematics is crucial both during studies in 
enabling an individual to study other subjects in her/his curricula, and also afterward 
in his/her career by creating better chances to get a job, having higher productivity at 
her/his workplace and of course earning a higher salary and other benefits. 

The question why students miss the classes is raised by many researchers. 
They find different reasons and explanations that point to why students are missing 
classes (Gump 2006; Nicholl and Timins 2005; Hughes 2005; Timmins and Kaliszer 
2002; Hunter and Tentley 1999; Longhurst 1999). Studies show that some of the 
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reasons are valuable and occur as consequences of the circumstances of their daily 
lives. Some studies indicate that student attendance is connected with their good 
health and this effectively results in higher academic achievements. 

Through this study we try to shed light on the attendance issue in a way that 
will incite students to think carefully when they decide to miss the lectures and 
exercises in the teaching and learning process. To promote a better understanding of 
the educational process undertaken in these circumstances raises the problem of 
making an optimal decision.  Thus, we mention the methods of decision-making on 
student attendance at lectures and exercises and on their final success/failure.  

The Decision-making Algorithm is the ID3 Algorithm built by Quinlan J. 
Ross in 1986. ID3 constructs a Decision-making Tree from a set of fixed, usually 
discrete, data. The Leaf of the tree contains the name of the class attribute, and if the 
vertex is not a leaf then it is a decision vertex, which serves as a test attribute for 
new branches of the tree. 

The ID3 Algorithm uses the Shannon entropy (Shannon, 1948), where the 
entropy in the theory of information measures how certain or uncertain the value of 
a variable by coincidence is. A smaller value implies less uncertainty, whereas the 
bigger value implies more uncertainty. 

If we have a set S with n-attributes, which contain different values, then the 
entropy is defined as: 
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where’s ip   is the proportion that S belongs to class i. 

In building a Decision-making tree, the ID3 algorithm also uses a statistical 
feature called Information Gain (IG), which measures the effective changes of 
entropy after a decision is made based on the values of an attribute. In the context of 
building a Decision-making tree, we are interested in knowing how much 
information is needed about the outflow attribute, which can be gained by knowing 
the value of an attribute. 

The formula for calculating the IG is: 
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where’s jp  is the set of all possible values for attribute A. 
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2. Research methodology  
 
This research is focused on the success of students from the Faculty of Business and 
Economics, based on their attendance at lectures and exercises. The data was 
collected from 56 students studying at the Faculty of Business and Economics, SEE 
University in Tetovo. We have concentrated on three subjects: Business 
Mathematics, Statistics and Managerial Economics, studied by first, second and 
third-year bachelor students. Five variables were collected from the student’s file: 
student’s gender, year of study - subject respectively, if the student was working 
part-time, attendance and the final success of the student. 
 

Gender Male; Female 
Year of study First year; second year; third year 
Employed Yes, No 

Attendance Att>75%;  50%<Att<75%;  Att<50% 
Success Passed; Failed 

 
To illustrate the interpretation of data, the conclusions drawn and the statistical 
decision-making based on data, we built, in addition to descriptive statistics, the 
Decision-making tree using the ID3 Algorithm and the Weka software package. 
 
 
3.  Results 
 
In this research, we kept the ratio between genders equal, and as for the distribution 
between generations, we had 28.57 % first-year students, 42.86 % second-year 
students and 28.57% third-year students. Regarding the other attribute about 
working part-time or not, 42.86 % of the participants declared that they were 
working part-time during the academic year. In terms of attendance at classes, 
32.14% stated they went to classes regularly with over 75% attendance, 35.71% 
went regularly between 50%-75% of the time and 32.14% did not attend classes 
regularly, with less than 50% attendance.  

In terms of success, 71.43% passed the subjects and 28.57% did not pass 
them. Table 1 and Figure 1 illustrate the descriptive analysis of the data. 
 

Variable Characteristic Percent 
Gender Male 50.00 

 
Female 50.00 

Year of study First Year 28.57 
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Second Year 42.86 

 
Third Year 28.57 

Working Relationship Yes 42.86 

 
No 57.14 

Attendances Att>75% 32.14 

 
50%<Att<75% 35.71 

 
Att<50% 32.14 

Success Pass 71.43 
  Failed 28.57 

 

Table 1. Descriptive analysis of the sample 
 

32.14 35.71 32.14 
    

 Att<25% 50%<Att<75% Att>75% 
 

Fig. 1. Proportion of lectures and exercise sessions attended? 
 
We calculate the Information Gained to sort the attributes and to construct the 
Decision-making tree, where every vertex localizes the attribute that has the highest 
value of the Information Gained, compared to other attributes that are not being 
considered across the path from the vertex, classifying step by step in every new 
subdivision. 

According to this information, we are going to choose the attribute that has 
the highest value by naming it the vertex of our tree. After we have found the vertex, 
this attribute moves from the set. For the next level, data is divided according to the 
values of this attribute. The entropy of students’ success is given below like the 
entropy of a whole system: 
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Now let us calculate the information gained of S regarding “Attendance”. We have 
18 values where “Att>75%”, 20 values “50%<Att.<75%”, 18 values “Att.<50%”, 
from a total of 56 answers. 
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• “Employment” entropy 
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The information with the highest value will serve as a vertex of the tree, i.e. the 
“Attendance” attribute. Since “Attendance” attribute has three qualitative variables, 
three branches emerge from this vertex that form the first level of the hierarchy. For 
these vertexes we calculate the Information Gained by building three new branches 
that belong to the attributes in this way:  
  

- For the quality “Att>75%” as the first branch of the tree, IG will be: 

( ) 0_study Year_of, =SIG ;  ( ) 0Gender, =SIG ;  ( ) 0Employed, =SIG  
 
All the attributes are the same, so the answer is “Pass”. In this case, this is a decision 
leaf. 

For the quality “Att<50 ” as the second branch of the tree, IG is: 

( ) 0_study Year_of, =SIG ;   ( ) =Gender,SIG 0.561;   ( ) =Employed,SIG 0.02 
 

After we calculate the entropy for this new system and the Information Gained for 
every attribute as above, we find out that the highest value has the attribute 
“Gender” which now serves as a new vertex of decision. 
 

For the quality “50%<Att<75%” as the third branch of the tree, IG will be: 

( ) =_study Year_of,SIG 0.019;  ( ) =Gender,SIG 0.046;  ( ) =Employed,SIG 0.224 
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So the winning attribute in this third branch is “Employment”. By continuing this 
way we obtain this tree, where in fact the attribute “Year of Study” has minimal 
values and we do not take it into consideration. 

 
Fig.2. The decision making tree with Weka 

 

4. Conclusions and recommendations 
 
Using the data classification of this paper in the form of a Decision tree with the 
help of the ID3 algorithm, applied to the software WEKA, we found the qualitative 
values-attributes that weigh more than other values. 

The decision leaves were the key points out of which we chose the best 
alternative.  We found that the root of the tree, the attribute ''attendance'' had greater 
importance on students’ passing rate and that it was followed by the other attributes. 
The first threshold was the number of students who attended  over 75% of the 
classes regularly, which resulted in all students passing the exam? 

We think that through this study, using the Decision-making tree, we have 
provided an additional reasoning on the importance of students' attendance at 
lectures and exercises on their final success. 

Based on the results of this research, the Faculty of Business and Economics 
,SEE University, must, in collaboration with the students, analyze the results and 
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take the necessary measures to encourage student participation in two directions: in 
the aspect of quality of teaching and in the moral aspect. 
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