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Abstract: This study uses information technologies to analyze lifestyles of Cubans. Cluster analysis is used to identify similarities in habits and lifestyles. Clustering results are compared using K-Means, DBSCAN and HDBSCAN algorithms. Principal Component Analysis is applied to visualize the dataset. Internal validation metrics are defined to evaluate the performance of the algorithms. The results indicate that K-Means provides better clustering for this dataset.
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1. Introduction

At present, Information and Communication Technologies (ICT) have emerged as one of the main engines that propel knowledge and research, forcing human beings to advance in technological terms. For this reason, the relevance of their use is highlighted, as well as the pros and cons involved in promoting a healthy lifestyle. ICTs have revolutionized our way of life, including how we access knowledge and carry out our daily activities. They have opened up a range of opportunities for education and learning, research and the development of new technologies [12].

In relation to the promotion of a healthy lifestyle, Information and Communication Technologies (ICT) can be a valuable resource to inform and educate about the relevance of physical activity and balanced nutrition [2]. There are multiple applications and digital tools that can assist people in monitoring their physical activity, such as step count, distance traveled, calories burned, heart rate, diet, among other health-related aspects, providing real-time feedback. In this context, there are a wide variety of applications and electronic devices available that can facilitate people to record their physical activity and share recommendations in this regard.

In order for the recommendations given to people to be in accordance with their lifestyles, they should be classified into groups that reflect their lifestyles. In this direction, this work intends to develop population groups of Cubans in terms of...
their lifestyles through the analysis of data collected in a diagnosis. For this purpose, a study is presented that uses a methodology based on cluster analysis to identify similarities among Cuban citizens in terms of their habits and lifestyles. The study considered data collected by a diagnosis carried out on 528 Cuban citizens from all over the country and from all age groups over 15 years old, surveyed in the year 2023.

The specific objective of the research is to compare the clustering results produced by the application of the artificial intelligence algorithms K-Means, DBSCAN and HDBSCAN to a dataset that measures lifestyles of Cuban citizens.

2. Algoritmos

2.1. Algoritmo K-Means

The K-Means algorithm is a partitioning algorithm; it divides objects into a pre-specified number of clusters, without regard to a hierarchical structure [20]. It can be applied for "similarity clustering" problems and can help the researcher to gain a qualitative and quantitative understanding of large amounts of N-dimensional data [10-20].

The K-Means algorithm starts with a preliminary solution, which is obtained randomly from the data set. The objective is to iteratively improve this solution until a local minimum is reached. First, the elements of the set are divided into a group of M clusters, associating each object with the centroid of the closest cluster from the previous iteration [19]. Then, the centroids of each cluster are recalculated, considering the new partition. The quality of the new solution must be equal or superior to the previous one. The algorithm continues as long as there is improvement [10].

![Scheme of execution of the K-Means algorithm](image)

2.2. DBSCAN Algorithm

The DBSCAN algorithm is the first density-based algorithm, the concepts of center point (points having in their neighborhood a number of points greater than or equal to a specified threshold), edge and noise are defined [7].

The algorithm starts by selecting an arbitrary point p. If p is a central point, a group is constructed and all dense-reachable objects are placed in its group from p. If p is not a central point, another object from the dataset is visited. The
process continues until all objects have been processed. Points outside the formed groups are called noise points; points that are neither noise nor central are called edge points [7].

![Fig. 2. Execution scheme of the DBSCAN algorithm](image)

### 2.3. HDBSCAN Algorithm

The HDBSCAN algorithm is an optimized version of DBSCAN, developed by the same authors, which inherits the benefits of the hierarchical and density algorithms. It extends DBSCAN by converting it into a hierarchical algorithm and then extracting a flat cluster structure [15].

The algorithm begins by calculating the density of each data point based on the distance to its nearest neighbors. This density is used to construct a hierarchical tree of clusters, the Stability Tree. A cutting algorithm is then applied to this tree to obtain a flat clustering, preserving the most stable clusters as clusters and considering the less stable clusters as noise [15].

![Fig. 3. Pseudo code of HDBSCAN](image)

### 3. Dimensionality Reduction

Dimensionality reduction is a technique that transforms high dimensional data to a lower dimensionality space, thus reducing the number of variables or features in a data set, but retaining the essential information. This technique is mainly used to compress data, reduce noise and as a preliminary step to classification. In addition, it allows the visualization of high dimensionality data sets that, due to their large number of attributes, would be impossible to represent graphically without this technique, as it is in this case...
One of the most widely used algorithms in dimensionality reduction and that we will use in this research is the Principal Component Analysis (PCA) method [21]. This is a linear and unsupervised dimensionality reduction technique. Its objective is to identify the main directions of variability in the data and represent them in a lower dimensionality space. In this way, it manages to condense almost all the information into a few components. It transforms a set of correlated variables into a set of orthogonal variables, known as principal components [5]. The first principal component is the one that explains the greatest variability in the data set, and so on, until the desired number of components is reached [3-19].

4. Internal Validation Metrics

Internal Validation Metrics are indicators that evaluate the quality of a clustering with data information only. They do not need additional information to the result of the clustering algorithm [4].

In this article we will use three of the most commonly used metrics in clustering:

Silhouette Index: This coefficient evaluates the cohesion of group a(x) by calculating the average distance from the centroid (x) to all other points in the same cluster. It also measures the separation of groups b(x) by calculating the average distance from the centroid (x) to all the points in the nearest cluster [4]. This coefficient is bounded between the values -1 and 1, with -1 being a bad clustering, 0 an indifferent clustering and 1 a good clustering [9].

\[
S(x) = \frac{b(x) - a(x)}{\max_x\{a(x), b(x)\}} \quad (1)
\]

\[
SC = \frac{1}{N} \sum_{i=1}^{k} S(x) \quad (2)
\]

Formula 1 refers to the calculation of the silhouette coefficient for point x, while formula 2 shows the value of the coefficient in question for the whole grouping, where N is the number of groups formed [9].

Davies-Bouldin Index: is a metric proposed by David L. Davies and Donald W. Bouldin in 1979 to evaluate clustering algorithms. It treats each cluster individually, measuring its similarity to the nearest cluster. A smaller value indicates more compact and separate clusters [4].

\[
DB = \frac{1}{k} \sum_{i=1}^{k} \max_{j \neq i} \left( \frac{c_i + c_j}{d(c_i, c_j)} \right) \quad (3)
\]

Formula 3 is used to calculate Davies-Bouldin Index. Where k is the number of clusters, \( \sigma_i \) is the average distance between each point in cluster i and the cluster centroid, \( \sigma_j \) is the average distance between each point in cluster j and the cluster centroid, and \( (c_i, c_j) \) is the distance between the centroids [16].

Calinski-Harabasz Index: the variance ratio criterion, introduced by T. Calinski and J. Harabasz in 1974, evaluates clustering algorithms. It measures the similarity of an object to its cluster (cohesion) and the separation between clusters. Cohesion is based on the distances to the cluster centroid, and separation on the distance of the centroids to the global centroid [18]. To obtain the index, the sum of the squared distances between clusters (BSS) is calculated and defined as shown in
formula 4,

\[ BSS = \sum_{k=1}^{K} n_k |C_k - C|^2 \] \hspace{1cm} (4)

where \( n_k \) is the number of observations in cluster \( k \), \( C_k \) is the centroid of cluster \( k \), \( C \) is the centroid of the data set and \( K \) is the number of clusters [13].

On the other hand, the sum of squared distances within each cluster (WSS, Within-Cluster Sum of Squares) can be obtained by means of formula 5,

\[ WSS = \sum_{i=1}^{n_k} |X_{ik} - C_k|^2 \] \hspace{1cm} (5)

where \( n_k \) is the number of observations in cluster \( k \) and \( X_{ik} \) is the observation \( i \) in cluster \( k \).

Thus, the Calinski-Harabasz index can be defined as shown in formula 6,

\[ \text{CH} = \frac{BSS}{N - K} \] \hspace{1cm} \frac{WSS}{K - 1} \hspace{1cm} (6)

where \( N \) is the total number of observations.

5. Data

The data are part of a diagnosis carried out by the authors, validated with statistical software and expert criteria of the Universidad de las Ciencias de la Cultura Física y el Deporte “Manuel Fajardo” (UCCFD), in the year 2023. The diagnosis collects data from 528 Cuban citizens from all provinces of the country and all age groups over 15 years old.

The questionnaire was based on the FANTASTICO questionnaire developed by the Canadian University of McMaster [1]. The questionnaire was submitted to two rounds of expert analysis in order to adapt it to our country. At the end of both rounds of analysis, the experts agreed in more than 80% of the criteria to eliminate 2 items and to redefine one question, which allows the questionnaire to be adapted to the Cuban context.

Exploratory Factor Analysis (EFA) and Confirmatory Factor Analysis (CFA) were performed on this questionnaire using the statistical tool IBM SPSS Statistics version 23[8-14].

To start the AFE, the Kaiser Meyer-Olkin (KMO) and Bartlett’s test of sphericity tests are performed, verifying the relationships between variables and their significance in the instrument under analysis [6]. A value of KMO = .767 was obtained, which is considered an acceptable value. Bartlett’s test of sphericity shows that \( \chi^2 (378) = 2939.7 \) (p < .000). These results confirm that the factor analysis is feasible. Its development is carried out through the principal component’s procedure and the Varimax factorial rotation method. The reliability of the measurement instrument was determined by obtaining a Cronbach’s Alpha = .742 and Macdonal’s Omega = .723[11].

The CFA is carried out determining the model fit indicators: chi-square ratio over degrees of freedom (\( \chi^2/g.l. \)): 2.14, associated likelihood level (CMIN/DF): 2.17, moderate fit index (NFI): .91, comparative fit index (CFI): .88, Tucker-Lewis index (TLI): .90, goodness-of-fit index (GFI): .89, parsimonious normed fit index (PNFI): .82, root mean square residual (RMCR): .076, root mean square error of approximation (RMSEA): .085 and Akaike information criterion (AIC): 689.92. The method used for this analysis was the maximum likelihood method.
Taking into account the results of the CFA, the level of adjustment of the factors defined as a result of the whole validation process described so far can be satisfactorily evaluated in the theoretical order and with the statistical tests carried out, all of which shows the validity of the construct.

6. Results
6.1. Application of the PCA method

First, a dimensionality reduction was performed on the dataset so that it could be plotted. The PCA method was applied to reduce the dataset to 3 dimensions and then it was plotted using the plotly library for rendering 3D graphics, as shown in Figure 1.

![Fig. 4. The figure shows the data spaced in three dimensions](image)

6.2. Execution of the algorithms

We proceeded to the calculation of the elbow method to define an efficient k for the execution of the K-Means algorithm [17].

![Fig. 5. Plot resulting from the application of the elbow method to the dataset](image)

After obtaining the results of the application of the elbow method, it was decided to apply the algorithm with a k=5, with which 5 clusters are formed. This decision is taken considering that the fifth cluster the function makes the inflection point. After this, it begins to converge definitively.

In addition, the necessary parameters were defined for the other two algorithms: in the case of DBSCAN, the epsilon parameters (ε=3) and the number of initial points to start the clustering (min_samples=3) were defined. And in the case of the HDBSCAN algorithm, the minimum exemplary parameters to assemble a cluster(min_cluster_size=5) were defined as well as the metric, which in this case was the cosine distance (metric='cosein').

The proposed algorithms were applied and the instances were grouped and distributed as shown in the following table.
Table 1

<table>
<thead>
<tr>
<th>Groups</th>
<th>K-MEAS</th>
<th>DBSCAN</th>
<th>HDBSCAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>-</td>
<td>10</td>
<td>23</td>
</tr>
<tr>
<td>0</td>
<td>291</td>
<td>151</td>
<td>290</td>
</tr>
<tr>
<td>1</td>
<td>26</td>
<td>49</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>41</td>
<td>288</td>
<td>151</td>
</tr>
<tr>
<td>3</td>
<td>19</td>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>4</td>
<td>151</td>
<td>3</td>
<td>35</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>15</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>5</td>
<td>-</td>
</tr>
</tbody>
</table>

As can be seen, the DBSCAN and HDBSCAN algorithms were not able to group all the elements, missing 10 and 23 respectively, which were catalogued as noise. On the other hand, DBSCAN created 8 clusters, three more than the other two algorithms, showing a lower capacity to optimize the culturing in the dataset.

The elements of the dataset grouped after the execution of the algorithms are shown below in their respective graphs.

![Fig. 6. The figure shows the distribution of the dataset elements in groups after the application of the K-Means algorithm](image)

![Fig. 7. The figure shows the distribution of the dataset elements in groups, and some considered noise after the application of the HDBSCAN algorithm](image)

![Fig. 8. The figure shows the distribution of the dataset elements in groups, and some considered noise after the application of the DBSCAN algorithm](image)

Finally, internal validation metrics were applied to examine the clustering results as shown in Table 2.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>K-MEAS</th>
<th>DBSCAN</th>
<th>HDBSCAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC</td>
<td>0.50</td>
<td>0.47</td>
<td>0.51</td>
</tr>
<tr>
<td>DB</td>
<td>0.68</td>
<td>1.34</td>
<td>1.65</td>
</tr>
<tr>
<td>BBS</td>
<td>1685.54</td>
<td>436.27</td>
<td>670.50</td>
</tr>
</tbody>
</table>

As can be seen in relation to the Silhouette index, the three algorithms cohere their groups relatively well, HDBSCAN being the best performing,
although K-Means has practically the same result. With respect to the Davies-Bouldin index, the best performer is the K-Means algorithm, which improves the other two considerably, and finally with respect to the Calinski-Harabasz index, the K-Means algorithm again improves the other algorithms, almost tripling the result of HDBSCAN and quadrupling that of DBSCAN, the latter being the worst performer.

7. Conclusions

The research is based on the comparison of the performance of the K-Means, DBSCAN and HDBSCAN algorithms in terms of the conformation of groups of Cuban citizens according to their habits and lifestyles, considering for its study the data collected from a diagnosis carried out on 528 citizens.

After the application of the algorithms, the results were subjected to evaluation through internal validation metrics, which showed that the K-Means algorithm performs better clustering for this data set in terms of cohesion, separation and similarity of the groups.

References


