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#### Abstract

This paper investigates a combinatorial optimization interdiction problem, called bottleneck spanning tree interdiction. This problem is a game containing two players with conflicting goals. The first player, called the user, wants to find a bottleneck (min-max or max-min) spanning tree in a weighted network. The other player, called the attacker, increases edge weights under a budget constraint as well as bound constraints so that the user does not achieve his/her goal. This game has a hierarchy structure. It means that the attacker first perturbates the network and then, the user chooses his/her strategy after observing the attacker's action. This paper considers the problem in two cases that there are fixed and linear costs for the attacker. Two divide-and-conquer algorithms are developed to solve the problem under both the costs in polynomial time.
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## 1 Introduction

For any optimization problem, an interdiction problem can be defined. Optimization problems often have one decision maker whereas the corresponding interdiction problems contain two decision makers having opposite goals. Similar to the terminology used in [20], a decision maker is referred to as the user and the other is called the attacker in this paper. However, several different names are

[^0]used in different optimization interdiction problems due to their real-world applications (See $[1,7,11]$ for instance). In an interdiction problem, the goal of the user is to optimize the objective function of a given optimization problem while the attacker would like to prevent that the user achieves his/her goal. Because of the conflict existence in the goals, interdiction problems can be regarded as zero-sum games, but with this difference that the strategy selection has a hierarchy structure. Namely, the attacker first chooses his/her strategy. Then, the user observes the opponent's strategy and chooses his/her strategy. Such problems are referred to as Stackelberg games in the game theory literature [18].

Among all interdiction problems, combinatorial optimization interdiction problems are interested widely by researchers because they arise in many real-world applications. The most prominent examples of these problems are matching interdiction problems [22], shortest path interdiction problems [9, 24], and maximum capacity path interdiction problems [14]. This paper focuses only on interdiction problems defined on spanning tree structures.

Two main classes of optimization problems are defined on spanning trees:

- minimum spanning tree (MST) problem,
- min-max spanning tree (MMST) problem.

The first is to find a spanning tree in a given weighted network $G(V, A, \mathbf{c})$ so that the summation of its weights is minimized. The second is to look for a spanning tree so as to minimize the maximum of its weights. It is well known that minimum spanning tree problems can be solved in $O(|A|+|V| \log |V|)$ time by Kruskal's algorithm and Prime's algorithm [2], and min-max spanning tree problems can be solved in $O(|A|)$ time by a recursive algorithm [5].

Interdiction problems can be defined for both the spanning tree optimization problems. The earliest and simplest form of minimum spanning tree interdiction problems is to find $k$ edges whose removal results in the largest increase of the spanning tree weight. This problem is called the $k$-most vital edges with respect to minimum spanning tree $[10,16]$. It is proved that the problem can be solved in polynomial time for $k=1$, whereas it is strongly NP-hard for $k>1$. The other interesting results can be found in $[3,4]$. Various formulations of general minimum spanning tree interdiction problems are presented in [21]. An $O(1)$-approximation algorithm is presented to find a near-optimum solution [23].

In spite of the fact that the minimum spanning tree interdiction problems are widely investigated, the best of our knowledge, the min-max spanning tree interdiction problem is not studied until now. This paper focuses on this problem. It considers two distinct cases:

1. fixed interdiction costs;
2. linear interdiction costs.

It is shown that both the cases can be solved in polynomial time. This shows that the problem's behaviour is different from the minimum spanning tree interdiction problem which is NP-hard in general.

The reminder of this paper is organized as follows. Section 2 states some preliminaries which are used in the next sections. Section 3 formally introduces the problem and formulates it as a bilevel programming problem. Sections 4 and 5 considers the problem for fixed and linear costs, respectively. Finally, some concluding remarks are given in Section 6.

## 2 Preliminaries

This section states some notations used throughout the paper. Moreover, it recalls the min-max spanning tree problem and states some results on it.

Suppose that a graph $G(V, E)$ is given, where $V=\{1,2, \ldots, n\}$ is the node set and $E \subseteq\{\{i, j\}: i, j \in V$ and $i \neq j\}$ is the edge set. We say that an edge is incident to a node $i$ if one of its endpoints is $i$. We apply the customary notation $(i, j)$ to denote the edge whose two endpoints are $i$ and $j$. A path from $i$ to $j$ is a sequence of edges so that any two consecutive edges intersect in one of their endpoints and additionally, the first and last edges are incident to $i$ and $j$, respectively. A path without two repetitive nodes is called an elementary path. Since we only deal with elementary paths, let us use the simple term "path" instead of "elementary path" throughout the paper.

A graph $G^{\prime}\left(V^{\prime}, E^{\prime}\right)$ is said to be a subgraph of $G$ if $V^{\prime} \subseteq V$ and $E^{\prime} \subseteq E$. A subgraph $G^{\prime}\left(V^{\prime}, A^{\prime}\right)$ is called spanning if it contains all node of $G$, i.e., $V^{\prime}=V$. A (sub)graph is said to be connected if there is at least a path between any two nodes. Any maximal connected subgraph of $G$ is referred to its connected component. So, $G$ contains only one connected component if it is connected. Throughout this paper, we assume that $G$ is connected. A cut is a set of edges whose removal exactly converts the graph into two connected components. A cut can be determined uniquely by the node set of the one of its connected components.

A path from a node to itself is called a cycle. A set of edges which does not contain any cycle is referred to as a forest. A forest of $G$ with $n$ nodes and $n-1$ edges is called a spanning tree. There is exactly a unique path between any two nodes in a spanning tree. In other words, a spanning tree of $G$ is a spanning and connected subgraph which does not any cycle.

### 2.1 Bottleneck spanning tree problem

Now, suppose that a nonnegative weight $w_{i j}$ is associated to each edge $(i, j) \in$ $E$. The min-max (bottleneck) spanning tree (MMST) problem is to look for a spanning tree in $G$ so that the maximum of its weights is minimized. This problem is formulated as a combinatorial optimization problem in the following form.

$$
\begin{equation*}
\min _{T \in \mathbb{T}} w(T) \tag{1}
\end{equation*}
$$

in which $\mathbb{T}$ is the set of all spanning trees of $G$, and $w(T)=\max _{(i, j) \in T} w_{i j}$.
There are several formulations for the well-known minimum spanning tree (MST) problem (see [6, 15], for instance). Since the only difference between
the MST and MMST problems is in their objective functions, one can use any formulation of MST problems to model MMST problems. Based on this fact, a flow-based formulation of MMST problems is stated below.

$$
\begin{align*}
& \min z  \tag{2a}\\
& w_{i j}\left(y_{i j}+y_{j i}\right) \leq z \quad \forall(i, j) \in E,  \tag{2b}\\
& \sum_{j:(i, j) \in E} x_{i j}-x_{j i}=\left\{\begin{array}{ll}
n-1 & i=1, \\
-1 & i \neq 1,
\end{array} \quad \forall i \in V,\right.  \tag{2c}\\
& y_{i j} \leq x_{i j} \leq(n-1) y_{i j} \quad \forall(i, j) \in E,  \tag{2d}\\
& y_{j i} \leq x_{j i} \leq(n-1) y_{j i} \quad \forall(i, j) \in E,  \tag{2e}\\
& y_{i j}+y_{j i} \leq 1 \quad \forall(i, j) \in E,  \tag{2f}\\
& y_{i j}, y_{j i} \in\{0,1\} \quad \forall(i, j) \in E,  \tag{2~g}\\
& x_{i j}, x_{j i} \geq 0 \quad \forall(i, j) \in E, \tag{2h}
\end{align*}
$$

in which $x_{i j}$ and $x_{j i}$ are flow values on edge $(i, j)$ from $i$ to $j$ and from $j$ to $i$, respectively, and $y_{i j}$ and $y_{j i}$ are zero-one variables to determine whether any flow passes through edge $(i, j)$, or not. Constraint (2b) guarantees that $z$ is the maximum weight of the desired spanning tree. Constraint (2c) states that a single unit of flow has to be sent from node 1 to the other nodes. Constraints (2d) and (2e) ensure that $y_{i j}=1\left(y_{i j}=1\right)$ if and only if at least one unit of flow passes through $(i, j)((j, i)$. Constraint (2f) is added due to sending flow only on a direction of any edge.

Liu and Yao [13] used an optimality condition of MMST problems to investigate inverse MMST problems. Let us mention it below.

Lemma 1. (Lemma 2.1 in [13]) A spanning tree $T$ of $G$ is a min-max spanning tree under a weight vector $\mathbf{w}$ if and only if $G$ becomes disconnected after deleting the edges whose costs are not less than $\max _{(i, j) \in T} w_{i j}$.

Using the notion of cuts, one can simply state Lemma 1 in another fashion.
Lemma 2. A spanning tree $T$ is a min-max spanning tree with optimal value $p$ if and only if there is a cut $C$ so that

$$
\left\{\begin{array}{l}
w_{i j} \leq p \quad(i, j) \in T,  \tag{3}\\
w_{i j} \geq p
\end{array} \quad(i, j) \in C, \quad \forall(i, j) \in E .\right.
$$

Proof. For a proof, see [19].
Notice that, based on optimality conditions (3), all edges belonging to $C \cap T$ have the same weight equal to $p$.

Remark 1. Although the min-max spanning tree problem is considered in this section, similar results can be obtained for the max-min spanning tree problems

## 3 Problem statement

This section introduces the bottleneck (min-max) spanning tree interdiction problem and formulates it.

In the conventional min-max spanning tree problem, a decision maker, called the user, wants to find a spanning tree so that its maximum weight is minimized. So he/she requires to solve problem (2). Now, consider the situation in which another decision maker, called the attacker, wants to increase the objective value of problem (2) since he/she follows a conflicting goal. This can be achieved either by removing some edges or by increasing edge weights. This paper selects the latter because as early discussed, the former is a special case of the other. Two constraints restrict the attacker in increasing weights:

- The bound constraints: Each edge has an upper bound $w_{i j}^{U}$ which is the maximum amount that its weight is allowed to be increased.
- The budget constraint: There is a total budget $B$ which can be spent for increasing weights.

Based on this argument, the min-max spanning tree interdiction problem is formulated as follows:

$$
\begin{align*}
& \max z^{\prime}  \tag{4a}\\
& \sum_{(i, j) \in E} b_{i j}\left(\bar{w}_{i j}\right) \leq B,  \tag{4b}\\
& w_{i j} \leq \bar{w}_{i j} \leq w_{i j}^{U} \quad(i, j) \in E,  \tag{4c}\\
& z^{\prime}=\min \{z:  \tag{4d}\\
& \quad \bar{w}_{i j}\left(y_{i j}+y_{j i}\right) \leq z \quad \forall(i, j) \in E,  \tag{4e}\\
& \sum_{j:(i, j) \in E} x_{i j}-x_{j i}=\left\{\begin{array}{ll}
n-1 & i=1, \quad \forall \neq 1, \quad \forall i \in V, \\
-1 \quad i \neq
\end{array} \quad \begin{array}{l} 
\\
y_{i j} \leq x_{i j} \leq(n-1) y_{i j} \quad \forall(i, j) \in E, \\
y_{j i} \leq x_{j i} \leq(n-1) y_{j i} \quad \forall(i, j) \in E, \\
y_{i j}+y_{j i} \leq 1 \quad \forall(i, j) \in E, \\
y_{i j}, y_{j i} \in\{0,1\} \quad \forall(i, j) \in E, \\
\left.x_{i j}, x_{j i} \geq 0 \quad \forall(i, j) \in E\right\} .
\end{array}\right. \tag{4f}
\end{align*}
$$

Formulation (4) is a bilevel programming problem in which $\bar{w}_{i j}$ 's are decision variables of the first level to be determined by the attacker and $b_{i j}$ is a cost function of $(i, j)$ which calculates the cost amount of increasing weight of $(i, j)$ from $w_{i j}$ to $\bar{w}_{i j}$. The second level is an instance of problem (2) with respect to new edge weights $\bar{w}_{i j}$.

This paper considers problem (4) for two distinct cases of cost functions $b_{i j}\left(\bar{w}_{i j}\right)$. In the first case, $b_{i j}\left(\bar{w}_{i j}\right)$ is a bi-valued function. It takes zero if $\bar{w}_{i j}=w_{i j}$ and a fixed value $r_{i j}>0$ otherwise. In the second case, $b_{i j}\left(\bar{w}_{i j}\right)$ is a linear function


Figure 1: An instance of the min-max spanning tree interdiction problem with the total budget $B=6$ and $w_{i j}^{U}=6$ for every edge ( $\mathrm{i}, \mathrm{j}$ )

Table 1: The payoff matrix of players

| Spanning trees $\backslash$ Cuts | $\{(1,2),(1,3)\}$ | $\{(1,2),(2,3)\}$ | $\{(1,3),(2,3)\}$ | $\{(2,4)\}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\{(1,3),(1,2),(2,4)\}$ | 6 | 6 | 6 | 4 |
| $\{((1,3),(3,2),(2,4)\}$ | 6 | 5 | 6 | 5 |
| $\{(1,2),(2,3),(2,4)\}$ | 6 | 6 | 5 | 5 |

as $c_{i j}\left(\bar{w}_{i j}-w_{i j}\right)$ in which $c_{i j}$ is a fixed value equal to the cost per unit increment in $(i, j)$. The first case is an extension of the problem in which the attacker's strategy is to remove edges because one can set upper bounds to a very large number so that if the attacker increases the weight of an edge to its upper bound, then the user never selects the edge. In the special case when all $r_{i j}=1$, the problem is converted to finding the $B$-most vital edges $[10,16]$.

## 4 Fixed costs

This section considers problem (4) in the case that costs are fixed. It presents an efficient algorithm to solve the problem.

Based on Lemma 1, if the attacker increases weights of a cut, then the best payoff of the user is at most equal to the maximum weight of the cut. So it is reasonable that the attacker begins with increasing weights of the cut (from small to large) until his/her budget is insufficient. This gives us the idea that a pure strategy of the attacker is to choose a cut while the pure strategy of the user is to select a spanning tree. As an example, consider the instance shown in Figure 1. It contains 3 spanning trees and 4 cuts. Before the attacker's play, the user's optimal spanning tree is $\{((1,3),(1,2),(2,4)\}$ whose weight is equal to 4 . If the attacker chooses the cut $\{(1,2),(1,3)\}$, then he/she first increases the weight of $(1,2)$ from 2 to 6 and then increases the weight of $(1,3)$ from 4 to 6 . This causes that the optimal weight of the user becomes 6 . One can simply check that the same solution is optimal. Table 1 displays the payoff matrix for the players. It is easy to see that the Nash-equilibrium strategy is the same optimal solution.

Although this idea can be extended to the general case, it cannot be applied to as an approach for solving problem (4) because the number of the players' pure strategies grows exponentially. However, it gives the worthwhile result that problem (4) can be seen to as a simultaneous zero-sum game which has always a pure equilibrium solution. Notice that if the attacker chooses a cut $C$, then he/she can solve the following bottleneck knapsack problem to understand how to increase edge weights:

$$
\begin{array}{ll}
\min & \max _{(i, j) \in C}\left\{\bar{w}_{i j}\right\} \\
\text { s.t. } & \sum_{(i, j) \in C} b_{i j}\left(\bar{w}_{i j}\right) \leq B \\
& w_{i j} \leq \bar{w}_{i j} \leq w_{i j}^{U} \quad(i, j) \in C
\end{array}
$$

where the parameters are defined similar to problem (2). It is easy to see that the optimal value of this problem is a upper bound on the payoff of the zero-sum game.

To develop an efficient algorithm, we introduce a new weight vector corresponding to a cut $C$ and a value $p$. This vector is denoted by $\bar{w}_{i j}^{(C, p)}$ and is defined as

$$
\bar{w}_{i j}^{(C, p)}=\left\{\begin{array}{ll}
p & w_{i j}<p \wedge(i, j) \in C,  \tag{5}\\
w_{i j} & \text { otherwise },
\end{array} \quad \forall(i, j) \in E\right.
$$

It is easy to see that the user's payoff is at least equal to $p$ with respect to the new weight vector $\overline{\mathbf{w}}$.

Lemma 3. If there is a feasible weight vector of problem (4) whose objective value is equal to $p$, then there is a cut so that $\overline{\mathbf{w}}^{(C, p)}$ is also feasible.

Proof. The proof is straightforward.
Based on Lemma 3, we can restrict ourselves to weight vectors defined as (5) to find an optimal solution. The proposed approach is to find the greatest value of $p$ so that $\overline{\mathbf{w}}^{(C, p)}$ satisfies the bound and budget constraints. For this purpose, we introduce a new cost vector $\mathbf{b}^{p}$ as follows:

$$
b_{i j}^{p}= \begin{cases}0 & p \leq w_{i j},  \tag{6}\\ r_{i j} & w_{i j}<p \leq w_{i j}^{u}, \quad \forall(i, j) \in E . \\ +\infty & w_{i j}^{u}<p,\end{cases}
$$

The following lemma states the relationship between the new weight vector and the new cost vector.

Lemma 4. The capacity of a cut $C$ with respect to $\mathbf{b}^{p}$ is less than or equal to $B$ if and only if $\overline{\mathbf{w}}^{(C, p)}$ satisfies the bound and budget constraints.

Proof. By definition, the proof is immediate.

We are ready to state our proposed algorithm in complete details. This algorithm uses a binary search on a set of possible objective values to look for the greatest value $p$ so that $\overline{\mathbf{w}}^{(C, p)}$ satisfies the bound and budget constraints for some cut $C$. From Lemma 4, a minimum cut can be found with respect to $\mathbf{b}^{p}$. If the capacity of the minimum cut is less than or equal to $B$, then $\overline{\mathbf{w}}^{(C, p)}$ is feasible and otherwise, there is no feasible solution with the objective value greater than or equal to $p$. The following lemma establishes the search space for finding the optimal value.

Lemma 5. The optimal value of problem (4) belongs to $\bigcup_{(i, j) \in E}\left\{w_{i j}, w_{i j}^{U}\right\}$.
Proof. The proof is trivial.
The algorithm is stated formally in Algorithm 1.

```
Algorithm 1 to solve problem (4) with fixed costs.
    Input: An instance of problem (4) with fixed costs.
    Output: An optimal solution \(\overline{\mathbf{w}}^{*}\) with optimal value \(z^{*}\).
    Sort the elements of \(\bigcup_{(i, j) \in E}\left\{w_{i j}, w_{i j}^{U}\right\}\) in nondecreasing order. Let \(p_{1} \leq p_{2} \leq\)
    \(\ldots p_{2 m}\) be the ordered list.
    Set \(L=1\) and \(U=2 m\).
    Find the minimum cut \(C\) with respect to \(\mathbf{b}^{p_{U}}\) defined by (6).
    if the capacity of \(C\) is greater than \(B\) then
        Stop because the problem is infeasible.
    end if
    while \(U-L \geq 1\) do
        Set mid \(=\left\lceil\frac{L+U}{2}\right\rceil\).
        Find the minimum cut \(C\) with respect to \(\mathbf{b}^{p_{m i d}}\) defined by (6).
        if the capacity of \(C\) is greater than \(B\) then
            Set \(U=\) mid -1 .
        else:
            Set \(L=m i d, \overline{\mathbf{w}}^{*}=\overline{\mathbf{w}}^{\left(C, p_{m i d}\right)}\) and \(z^{*}=\max _{(i, j) \in C} w_{i j}^{*}\).
        end if
    end while
```

Theorem 1. Algorithm 1 solves problem (4) with fixed costs in $O(\log (n) S(n, m))$ where $S(n, m)$ is the required time for finding a minimum cut in the network $G$ with $n$ nodes and $m$ edges.

Proof. The correctness of Algorithm 1 is valid based on the above argument. Since the bottleneck operation of the algorithm is finding a minimum cut in While loop, and the number of iterations in the loop are $O(\log (2 m))=O(\log (n))$, it follows that the complexity of Algorithm 1 is $O(\log (n) S(n, m))$.

Since a minimum cut can be iteratively constructed by $n-1$ maximum flow computations in $(n-1) O(m n \log n)=O\left(m n^{2} \log n\right)$ time [8, 17], it follows that Algorithm 1 solves problem (4) with fixed costs in polynomial time.

## 5 Linear costs

In this section, we consider problem (4) with linear costs. Hereafter, it is assumed that $b_{i j}\left(\bar{w}_{i j}\right)=c_{i j}\left(\bar{w}_{i j}-w_{i j}\right)$ for every edge $(i, j) \in E$.

Since the only difference between the problems with linear and fixed costs is in the budget constraint, we can use the same notion of solution presented in (5) again. For this purpose, we recall that if the capacity of a minimum cut $C$ with respect to $\mathbf{b}^{\prime p}$ defined as

$$
b_{i j}^{\prime p}= \begin{cases}0 & p \leq w_{i j}  \tag{7}\\ c_{i j}\left(p-w_{i j}\right) & w_{i j}<p \leq w_{i j}^{u} \\ +\infty & w_{i j}^{u}<p,\end{cases}
$$

is less than or equal to $B$, then the vector $\bar{w}^{(C, p)}$ defined by (5) is a feasible solution of problem (4) with linear costs. On the other hand, if the capacity of a minimum cut $C$ with respect to $\mathbf{b}^{\prime p}$ is greater than $B$, then problem (4) does not contain any feasible solution with the objective value better than $p$. So, we restrict ourselves to the solution in the form of (5) to find an optimal solution. Hereafter, we denote the total cost corresponding to $\bar{w}^{(C, p)}$ by $c(p)$, i.e.,

$$
c(p)=\sum_{(i, j) \in C} c_{i j}\left(\bar{w}_{i j}^{(C, p)}-w_{i j}\right)
$$

As mentioned, Algorithm 1 searches the optimal value $z^{*}$ among a finite number of elements (see Lemma 5). In the case of linear costs, the total cost is not discrete and Lemma 5 is not valid. So, we have to look for the optimal value in a continuous interval. Hence, by using the binary search, we can find a small interval containing the optimal value $z^{*}$. Nevertheless, we have to reply this question how to find the exact value $z^{*}$ in a small interval. For this purpose, we must impose an additional assumption to the problem.

Assumption All the parameters of problem (4) are integer. It is obvious that if all parameters are rational, then we can transform them into integer numbers by multiplying them with the common denominator of all considered rational numbers. Moreover, if some parameters are irrational, then we have to convert them into rational numbers for storing them on a computer. Hence, Assumption ?? is not a restrictive assumption in practice.
Lemma 6. Let $z^{*}$ be the optimal value of problem (4) and $\overline{\mathbf{w}}^{*}=\mathbf{w}^{\left(C, z^{*}\right)}$ be its corresponding optimal solution for some minimum cut C. Either $z^{*} \in \bigcup_{(i, j) \in E}\left\{w_{i j}^{U}\right\}$ or the budget constraint is satisfied in the equality form, i.e.,

$$
c\left(z^{*}\right)=\sum_{(i, j) \in C} c_{i j}\left(\bar{w}^{\left(C, z^{*}\right)}-w_{i j}\right)=\sum_{(i, j) \in C} c_{i j} \max \left\{0, z^{*}-w_{i j}\right\}=B
$$

Proof. If $z^{*} \notin \bigcup_{(i, j) \in E}\left\{w_{i j}^{U}\right\}$, then any bound constraint is not binding. So, if the budget constraint is not satisfied in the equality form, then we can increase $z^{*}$ by a small value $\epsilon$ satisfying all the constraints in the first level. This is a contradiction with the fact that $z^{*}$ is the optimal value.

Suppose that we have found an interval ( $p_{L}, p_{U}$ ) containing the optimal value and its length is less than 1 . Without loss of the generality, we can assume that

$$
\left(p_{L}, p_{U}\right) \cap \bigcup_{(i, j) \in E}\left\{w_{i j}, w_{i j}^{U}\right\}=\emptyset
$$

because based on Assumption ??, they have at least one common element $p$, which can be removed in an additional step by assuming either $p_{L}=p$ or $p_{U}=p$. Suppose that $E^{\prime}=\left\{(i, j): w_{i j}<p_{L}\right.$ and $\left.p_{U}<w_{i j}^{U}\right\}$ is the set of edges which are potential to be modified. By this argument, we know that the optimal value satisfies the budget constraint in the equality form. So, the optimal value can be obtained explicitly as follows:

$$
\begin{align*}
& \sum_{(i, j) \in C} c_{i j} \max \left\{0, z^{*}-w_{i j}\right\}=B, \\
\Longrightarrow & \sum_{(i, j) \in C \cap E^{\prime}} c_{i j} z^{*}-c_{i j} w_{i j}=B, \\
\Longrightarrow & z^{*}=\frac{B+\sum_{(i, j) \in C \cap E^{\prime}} c_{i j} w_{i j}}{\sum_{(i, j) \in C \cap E^{\prime}} c_{i j}} . \tag{8}
\end{align*}
$$

Hence, we have proved the following lemma.
Lemma 7. If $\left(p_{L}, p_{U}\right)$ is an interval which contains the optimal value and it has not any intersection with $\bigcup_{(i, j) \in E}\left\{w_{i j}, w_{i j}^{U}\right\}$, then finding the optimal value is equivalent to solving the following maximum ratio cut problem (8).

$$
\begin{equation*}
\max _{C \in \mathbb{C}} \frac{B+\sum_{(i, j) \in C \cap E^{\prime}} c_{i j} w_{i j}}{\sum_{(i, j) \in C \cap E^{\prime}} c_{i j}} \tag{9}
\end{equation*}
$$

in which $E^{\prime}=\left\{(i, j): w_{i j}<p_{L} \wedge p_{U}<w_{i j}^{U}\right\}$ and $\mathbb{C}$ is the set of all cuts.
Since the set $\mathbb{C}$ is finite, then the number of objective values in problem (9) is also finite. If we can find a small interval $\left(p_{L}, p_{U}\right)$ containing only one objective value, then it is the same optimal value. For this purpose, let $p_{1}=$ $\frac{B+\sum_{(i, j) \in C_{1} \cap E^{\prime}} c_{i j} w_{i j}}{\sum_{(i, j) \in C_{1} \cap E^{\prime}} c_{i j}}$ and $p_{2}=\frac{B+\sum_{(i, j) \in C_{2} \cap E^{\prime}} c_{i j} w_{i j}}{\sum_{(i, j) \in C_{2} \cap E^{\prime}} c_{i j}}$ be two distinct objective values for some cuts $C_{1}, C_{2} \in \mathbb{C}$. Then,

$$
\begin{align*}
\left|p_{2}-p_{1}\right| & =\left|\frac{B+\sum_{(i, j) \in C_{1} \cap E^{\prime}} c_{i j} w_{i j}}{\sum_{(i, j) \in C_{1} \cap E^{\prime}} c_{i j}}-\frac{B+\sum_{(i, j) \in C_{2} \cap E^{\prime}} c_{i j} w_{i j}}{\sum_{(i, j) \in C_{2} \cap E^{\prime}} c_{i j}}\right|  \tag{10}\\
& \geq \frac{1}{\sum_{(i, j) \in C_{1} \cap E^{\prime}} c_{i j} \sum_{(i, j) \in C_{2} \cap E^{\prime}} c_{i j}}  \tag{11}\\
& \geq \frac{1}{n^{2} C^{2}} . \tag{12}
\end{align*}
$$

where $C=\max _{(i, j) \in E}\left\{c_{i j}\right\}$. Here, the first inequality is derived from Assumption ?? and the fact that $p_{1} \neq p_{2}$. So, if the length of $\left(p_{L}, p_{U}\right)$ is less than $\frac{1}{n^{2} C^{2}}$, then
we can assure that there is only one value $\frac{B+\sum_{(i, j) \in C \cap E^{\prime}} c_{i j} w_{i j}}{\sum_{(i, j) \in C \cap E^{\prime}} c_{i j}}$ at this interval which is the same optimal value. Hence, the optimal value can be computed by a linear search from either $p_{L}$ or $p_{U}$.

Algorithm 2 describes our proposed approach for solving problem (4) with linear costs.

Theorem 2. Algorithm 2 solves problem (4) in $O(\log (n C W) S(n, m))$ time where $W=\max _{(i, j) \in E}\left\{w_{i j}^{U}\right\}, C=\max _{(i, j) \in E}\left\{c_{i j}\right\}$, and $S(n, m)$ is the required time for finding a minimum cut in the network $G$ with $n$ nodes and $m$ edges.

Proof. The correctness of Algorithm 2 follows from the above argument. The length of the initial interval $\left(p_{L}, p_{U}\right)$ is at most $n W$. On the other hand, the While loop decreases it by a factor 2 at each iteration until its length becomes less than $\frac{1}{n^{2} C^{2}}$. So, the number of iterations of While loop is at most $\log (n C W)=$ $\log \left(n^{3} C^{2} W\right)$. Since the bottleneck operation of the algorithm is to find a minimum cut in While loop, it follows that the complexity of Algorithm 2 is $O(\log (n C W)$ $S(n, m)$ ).

## 6 Conclusion

This paper studied the bottleneck spanning tree interdiction problem under two kinds of edge costs: fixed costs and linear costs. In both the cases, it presented the algorithms to solve the problem in polynomial time. Both the algorithms are designed based on the divide-and-conquer approach.

As the future works, it will be meaningful to consider other interdiction problems on spanning tree structures, such as min+sum spanning tree interdiction problem.

```
Algorithm 2 to solve problem (4) with linear costs.
    Input: An instance of problem (4) with linear costs.
    Output: An optimal solution \(\overline{\mathbf{w}}^{*}\) with optimal value \(z^{*}\).
    Find a min-max spanning tree with respect to \(\mathbf{w}^{U}\). Let \(p_{U}\) be its optimal value.
    Find the minimum cut \(C\) with respect to \(\mathbf{b}^{p_{U}}\) defined by (6).
    if the capacity of \(C\) is less than or equal to \(B\) then
        Stop because the problem has the optimal solution \(\overline{\mathbf{w}}^{*}=\overline{\mathbf{w}}^{\left(C, p_{U}\right)}\) and \(z^{*}=\)
    \(p_{U}\).
    end if
    Set \(p_{L}=0\)
    while \(p_{U}-p_{L} \geq \frac{1}{n^{2} C^{2}}\) do
        Set \(p=\left[\frac{p_{U}+p_{L}}{2}\right]\).
        Find the minimum cut \(C\) with respect to \(\mathbf{b}^{p}\) defined by (6).
        if the capacity of \(C\) is equal to \(B\) then
            Stop because the problem has the optimal solution \(\overline{\mathbf{w}}^{*}=\overline{\mathbf{w}}^{(C, p)}\) and
    \(z^{*}=\max _{(i, j) \in C} w_{i j}^{*}\).
            else if the capacity of \(C\) is greater than \(B\) then
            Set \(p_{U}=p\).
        else
            Set \(p_{L}=p\).
        end if
    end while
    if \(\left(p_{L}, p_{U}\right) \cap \bigcup_{(i, j) \in E}\left\{w_{i j}, w_{i j}^{U}\right\} \neq \emptyset\) then
        Let \(p \in\left(p_{L}, p_{U}\right) \cap \bigcup_{(i, j) \in E}\left\{w_{i j}, w_{i j}^{U}\right\}\).
        Find the minimum cut \(C\) with respect to \(\mathbf{b}^{p}\) defined by (6).
        if the capacity of \(C\) is equal to \(B\) then
            Stop because the problem has the optimal solution \(\overline{\mathbf{w}}^{*}=\overline{\mathbf{w}}^{(C, p)}\) and
    \(z^{*}=p\).
        else if the capacity of \(C\) is greater than \(B\) then
            Set \(p_{U}=p\).
        else
            Set \(p_{L}=p\).
        end if
    end if
    Obtain the capacities \(m_{L}\) and \(m_{U}\) of minimum cuts with respect to \(\mathbf{b}^{p_{L}}\) and
    \(\mathbf{b}^{p_{U}}\), respectively.
    Set \(p_{1}=p_{L}+\frac{B-c\left(p_{L}\right)}{m_{L}}\) and \(p_{2}=p_{U}+\frac{B-c\left(p_{U}\right)}{m_{U}}\).
    Find the minimum cut \(C\) with respect to \(\mathbf{b}^{p_{1}}\) defined by (6).
    if the capacity of \(C\) is equal to \(B\) then
        The problem has the optimal solution \(\overline{\mathbf{w}}^{*}=\overline{\mathbf{w}}^{\left(C, p_{1}\right)}\) and \(z^{*}=p_{1}\).
    else
            Find the minimum cut \(C\) with respect to \(\mathbf{b}^{p_{2}}\) defined by (6).
            The problem has the optimal solution \(\overline{\mathbf{w}}^{*}=\overline{\mathbf{w}}^{\left(C, p_{2}\right)}\) and \(z^{*}=p_{2}\).
    end if
```
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