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Abstract

The purpose of this paper is to emphesize the parallel property of a variant
of the successive approximation method to solve the optimal control problem
for ordinary differential equations. The obtained parallel algorithm combines
synchronous and asynchronous computations.

2010 Mathematics Subject Classification: 49M05, 49M25, 68W10

Key words: optimal control problem, successive approximation method, par-
allel method.

1 Introduction

We recall a very well known variant of the successive approximation method to
solve the optimal control problem for ordinary differential equations, [10, 11], elab-
orated more than 30 years ago. The initial version of the successive approximation
method to solve the optimal control problem for ordinary differential equations are
given in [8, 9].

This method belongs to the so called indirect approaches. It is based on the
Pontryagin’s maximum principle. In direct methods, the optimal control problem is
discretized to obtain a finite dimensional optimization problem.

The drawback of the method presented is that it can not be used to solve optimal
control problems with state constraints. Some partial solutions may be the usage
of the penalization technique or to incorporate the control into the dynamic of the
control problem, [5].

The purpose of this recall is to emphasize the parallel property of this method.
This property simplifies the programming and brings advantages to a current com-
puter. In order that this paper be self contained we shall give the proofs of the
specific results.

1Faculty of Mathematics and Informatics, Transilvania University of Braşov, Romania, e-mail:
scheiber@unitbv.ro
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2 The optimal control problem

Consider the following optimal control problem for a fixed T > 0

minimize I(u) = G(x(T )) (1)

subject to

ẋ(t) = f(x(t), u(t), t), t ∈ [0, T ], x(0) = x0, (2)

u(t) ∈ Ω, (3)

where x(t) ∈ Rn, u(t) ∈ Rq are the state of the system and the control at time t,
respectively. Ω is a given convex and compact subset of Rq with

Ω ⊆ {x ∈ Rq : ‖x‖ ≤ r}.2

Let U be the set of admissible controls, i.e. U = {u : [0, T ]→ Ω : continuous except
at a countable number of points}.

We assume the following hypotheses are satisfied:

(H1) The functions f : Rn×Rq×R→ Rn and G : Rn → R are continuous together
with their partial derivatives fx, fu, fxx, fxu, fuu, Gx, Gxx.

(H2) There exists M > 0 such that

< x, f(x, u, t) >≤M(1 + ‖x}2), ∀(x, u, t) ∈ Rn × Ω× [0, T ].

Given u ∈ U, denote by pu : [0, T ] → Rn the solution of the initial value
problem

ṗ(t) = −Hx(x(t), u(t), p(t), t), p(T ) = −Gx(x(T )), (4)

where H : Rn×Rq×Rn×R→ R is the Hamiltonian defined by H(x, u, p, t) =<
p, f(x, u, t) > .

From (H1) and (H2) it results that for any u ∈ U the solutions xu and pu of
the initial value problems (2) and (4), respectively, exists for any t ∈ [0, T ],
and that there exists a positive constant M1 such that

‖xu(t)‖, ‖pu(t)‖ ≤M1, ∀ t ∈ [0, T ], (5)

for any u ∈ U. Consequently the cost functional I is bounded below.

(H3) For any u ∈ U, there exists ū ∈ U such that

H(xu(t), ū(t), pu(t), t) = max{H(xu(t), w, pu(t), t) : w ∈ Ω}.
2Throughout this paper ‖ · ‖ and < ·, · > denote respectively the Euclidean norm and inner

product.
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We denote by W (u, t) and µ(u) the functionals defined by

W (u, t) = H(xu(t), ū(t), pu(t), t)−H(xu(t), u(t), pu(t), t),

µ(u) =

∫ T

0
W (u, t)dt.

We have W (u, t) ≥ 0, ∀ t ∈ [0, T ] and µ(u) ≥ 0, for any u ∈ U. If u∗ is the optimal
control of problem (1)-(3) then W (u∗, t) = 0, ∀ t ∈ [0, T ] and µ(u∗) = 0.

Let the metric d : U × U → R be defined by

d(u1, u2) =

∫ T

0
‖u1(t)− u2(t)‖dt.

The following properties are known

Theorem 2.1 [6] The function µ(u) is uniformly continuous with respect to the
metric d.

Theorem 2.2 [12] There exists a constant C > 0 such that for any u, v ∈ U

I(v)− I(u) = −
∫ T

0
[H(xu(t), v(t), pu(t), t)−H(xu(t), u(t), pu(t), t)]dt+R

with |R| ≤ Cd2(u, v).

3 The successive approximation method

The idea of the successive approximation method is the control improvement:
given a control function u find another control function v such that I(v) < I(u).
The control improvement will be obtained modifying the control function on a small
interval. The parallel search of that interval optimizes the method.

Another approach of the control improvement is based on the perturbation of the
Pontryagin’s system and an iterative process to solve the corresponding boundary
value problem, [2].

For any integer m ≥ 0, let ηm = T
2m , tm,s = sηm, s ∈ {0, 1, . . . , 2m} and Jmj =

[tm,2j−2, tm,2j ], j ∈ {1, 2, . . . , 2m−1}.

Theorem 3.1 [10] For any m > 0 and any u ∈ U there exists j ∈ {1, 2, . . . , 2m−1}
such that

1

2ηm

∫
Jm
j

W (u, t)dt ≥ µ(u)

T
. (6)

Proof. If we suppose that there exists an integer m > 0 and u ∈ U such that

1

2ηm

∫
Jm
j

W (u, t)dt <
µ(u)

T
, ∀j ∈ {1, 2, . . . , 2m−1},
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then we find

µ(u) =

∫ T

0
W (u, t)dt =

2m−1∑
j=1

∫
Jm
j

W (u, t)dt < 2m−12ηm
µ(u)

T
= µ(u).

Let m > 0, u ∈ U and j ∈ {1, 2, . . . , 2m−1} satisfying (6). We define

ũ(t) =

{
ū(t) t ∈ Jmj
u(t) t ∈ [0, T ] \ Jmj

. (7)

Theorem 3.2 [10] If µ(u) 6= 0 then there exist m ∈ N∗ and α > 0 such that

I(ũ) ≤ I(u)− ηm
T
µ(u) ≤ I(u)− αµ2(u).

Proof. Applying Theorem 2.2 we have

I(ũ)− I(u) = −
∫ T

0
[H(xu(t), ũ(t), pu(t), t)−H(xu(t), u(t), pu(t), t)]dt+R =

= −
∫
Jm
j

[H(xu(t), ū(t), pu(t), t)−H(xu(t), u(t), pu(t), t)]dt+R =

= −
∫
Jm
j

W (u, t)dt+R ≤ −2ηm
T

µ(u) +R,

and

|R| ≤ C
(∫ T

0
‖ũ(t)− u(t)‖dt

)2

= C

(∫
Jm
j

‖ū(t)− u(t)‖dt

)2

≤ 16Cr2η2
m.

Thus

I(ũ)− I(u) ≤ −2ηm
T

µ(u) + 16Cr2η2
m. (8)

Let m be the smallest positive integer such that

16Cr2η2
m <

ηm
T
µ(u)⇔ ηm =

T

2m
<

µ(u)

16Cr2T
⇔ 2m >

16Cr2T 2

µ(u)
.

Then we have

2m ≤ 2
16Cr2T 2

µ(u)
⇔ ηm ≥

µ(u)

32Cr2T
.

From (8), it follows that

I(ũ)− I(u) ≤ −ηm
T
µ(u) ≤ − 1

32Cr2T 2
µ2(u).

Now we can state an algorithm based on the above properties whose pseudocode
is given in the table Algorithm 1.

The algorithm is adaptive in the sense that the mesh step decreases as the
solution is approached.

The following convergence property is known:
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Algorithm 1 Optimal Control by Successive Approximation Method

1: procedure OCOSAM(u(0) ∈ U, ε > 0,m0 ∈ N∗)
2: k ← −1
3: m← m0

4: repeat
5: k ← k + 1
6: Compute x(k) integrating (2) for u = u(k)

7: Compute Ik = I(u(k))
8: Compute p(k) integrating (4) for u = u(k), x = x(k)

9: Compute ū(k) : H(x(k)(t), ū(k)(t), p(k)(t), t) = maxw∈ΩH(x(k)(t), w, p(k)(t), t)

10: Compute µk = µ(u(k))
11: if µk ≥ ε then . Control improvement
12: end flag ← 0
13: repeat
14: for j = 1 : 2m−1 do
15: if 1

2ηm

∫
Jm
j
W (u(k), t)dt ≥ µk

T then

16: Compute ũ
(k)
j (t) =

{
ū(k)(t) t ∈ Jmj
u(k)(t) t ∈ [0, T ] \ Jmj

17: Compute x̃
(k)
j integrating (2) for u = ũ

(k)
j

18: Compute I
(k)
j = I(ũ

(k)
j )

19: if I
(k)
j ≤ Ik − ηm

T µk then
20: end flag ← 1
21: break
22: end if
23: end if
24: end for
25: if end flag = 0 then
26: m← m+ 1 . Sink u(k) into the new R2m

27: end flag ← 1
28: else
29: u(k+1) ← ũ

(k)
j

30: end if
31: until end flag = 1
32: end if
33: until µk < ε
34: end procedure
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Theorem 3.3 [10] If the above algorithm generates an infinite sequence of controls
(u(k))k∈N then limk→∞ µ(u(k)) = 0.

Proof. From the inequalities I(u(k+1)) ≤ I(u(k))− αµ2(u(k)), k ∈ N it follows

ν−1∑
k=0

µ2(u(k)) ≤ 1

α
[I(u(0))− I(u(ν))] ≤ 1

α
[I(u(0))− I∗],

where I∗ = inf{I(u) : u ∈ U}. The convergence of the series implies the conclusion
of the theorem.

Theorem 3.4 [10] If G(x) is a convex differentiable function, f(x, u, t) = A(t)x+
B(t)u, where the elements of the matrix A and B are continuous functions on [0, T ],
then there exists a constant C > 0 such that

0 ≤ I(u(k))− I∗ ≤ C

k
, k ∈ N,

where I∗ = infu∈U I(u).

Proof. We denote u∗ the optimal control, x∗ its corresponding state, I∗ = I(u∗)
and ξk = I(u(k))− I∗. First we prove that ξk ≤ µ(u(k)).

From the convexity of G it results that

0 ≤ ξk = G(x(k)(T ))−G(x∗(T )) ≤< G′(x(k)(T )), x(k)(T )− x∗(T ) > . (9)

If H(x, u, p, t) =< p,A(t)x + B(t)u > is the Hamiltonian of the optimal control
problem, then p(k), the costate variable corresponding to the pair (x(k), u(k)), is the
solution of the following initial value problem

p′(t) = −AT (t)p

p(T ) = −G′(x(k)(T )).

A standard computation leads to

< G′(x(k)(T )), x(k)(T )− x∗(T ) >= (10)

=

∫ T

0

[
H(x(k), u∗, p

(k), t)−H(x(k), u(k), p(k), t)
]

dt.

But H(x(k), ū, p(k), t) ≥ H(x(k), w, p(k), t) for any w ∈ Ω. Using (9) and (10) we find

ξk ≤
∫ T

0

[
H(x(k), ū, p(k), t)−H(x(k), u(k), p(k), t)

]
dt =

=

∫ T

0
W (uk), t)dt = µ(u(k)).

From Theorem 3.2 we obtain I(u(k+1)) ≤ I(u(k))− αµ2(u(k)) and consequently

αξ2
k ≤ αµ2(u(k)) ≤ I(u(k))− I(u(k+1)) = ξk − ξk+1.

Dividing by ξkξk+1, it results α ≤ α ξk
ξk+1

≤ 1
ξk+1
− 1

ξk
. Summing this inequalities we

obtain αk ≤ 1
ξk
− 1

ξ0
≤ 1

ξk
or ξk ≤ C

k , with C = 1
α .
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4 Parallel version of the method

Any step of a parallel algorithm of an iterative method contains 2 phases: (i)
computation phase – the i process computes the attached component; (ii) communi-
cation phase – the i process sends to the other processors the computed component
and receives the other components j 6= i. Depending on the available hardware /
software, the communication phase may be programmed using shared memory or
messages.

There are two versions to develop a parallel algorithm to generate an iterative
sequence (uk) k∈N:

• synchronous – After the computation phase, a barrier synchronization is re-
quired that is followed by the communication phase.

The generated sequence (uk)k∈N coincides with that generated by the sequen-
tial algorithm

• asynchronous – The barrier synchronization is given up.

The cycle between the lines 14-24 may be programmed in parallel. The break

instruction will be deleted and the control function may be modified on several
intervals simultaneously and asynchronously.

Let J be the set of indexes j ∈ {1, 2, . . . , 2m−1} satisfying (6). If ũ is defined by

ũ(t) =

{
ū(t) t ∈ Jmj , j ∈ J
u(t) t ∈ [0, T ] \

⋃
j∈J J

m
j

.

then

I(ũ)− I(u) = −
∑
j∈J

∫
Jm
j

W (u, t)dt+R ≤ −µ(u) + 16Cr2η2
m < 0,

for m sufficiently big.
If the J set is empty (the end flag remains 0) then a barrier synchronization is

required in order to sink the control function into a higher dimension space.

5 Numerical results

All the samples presented in [2], [3], [4] can be solved using this method. Ex-
ample 1. The problem 6.3, from [4], requires to

minimize− x2
1(T )− x2

2(T )− x2
3(T )

subject to
ẋ1 = −x1 + x2 x1(0) = 0
ẋ2 = −x1 − x2 − 10u x2(0) = 0
ẋ3 = x2 x3(0) = −30

u(t) ∈ Ω = {u ∈ R : −15 ≤ u ≤ 15},
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where T = 2.8.
The costate system is given by

ṗ1 = p1 + p2 p1(T ) = 2x1(T ),
ṗ2 = −p1 + p2 − p3 p2(T ) = 2x2(T ),
ṗ3 = 0 p3(T ) = 2x3(T ).

and the expression for ū and W (u, t) are

ū = −15 sign(p2) W (u, t) = −10p2(ū− u).

The value of the cost functional is -69449.99855. The plots of the control and the
state functions are given in Fig.1.

Fig. 1: Example 1- The plots of the control and state functions.

Example 2. A more interesting example is the finite-time optimal control of
bilinear system [1], [7]

minimize I(u) =
1

2
< x(T ), Fx(T ) > +

1

2

∫ T

0
(< x(t), Qx(t) > + < u(t), Ru(t) >) dt

(11)
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subject to

ẋ(t) = Ax(t) +Bu(t) +

 n∑
j=1

xj(t)Nj

u(t), t ∈ [0, T ],

x(0) = x0,

with T = 3, x0 = (0.15, 0)T and

F =

(
1000 0

0 1000

)
, Q =

(
10 0
0 10

)
, R = 1,

A =

(
13
6

5
12

−50
3 −8

3

)
, B =

(
−1

8
0

)
, N1 =

(
−1
0

)
, N2 =

(
0
0

)
,

Defining the additional state variable x3(t) by ẋ3(t) = 1
2(< x(t), Qx(t) > + <

u(t), Ru(t) >), x3(0) = 0, the cost functional will be I(u) = 1
2 < x(T ), Fx(T ) >

+x3(T ) and the optimal control problem is reduced to the form (1)-(3).
We successfully solve the optimal control problem using a homotopy procedure

for the cost functional I(u, λ) = 1
2x(T )TF (λ)x(T ) + x3(T ) with F (λ) = (1000λ +

1 − λ)I2. For λ = 0, 1
111 ,

100k−1
999 , 1; k = 1, . . . , 9, the matrix F are, respectively,

I2, 10I2, 100kI2, 1000I2. The control computed for a value of λ is used as the initial
control for the next value of the homotopy parameter λ.

The value of the cost functional is 0.929753. The plots of the state functions and
of the control are given in Fig. 2 and Fig 3.

6 Conclusion

A version of the successive approximation method for optimal control problem
is revisited. The contribution of our work consists in an algorithm stated in pseudo
code which highlights the parallel properties of this method. In the last years other
methods have been suggested to solve optimal control problems of the same type
[2],[3, 4], that already can be successfully solved by the successive approximation
method.
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Fig. 2: Example 2- The plots of the state functions.
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Fig. 3: Example 2- The plots of the control function.
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