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HALTING PROBLEM IN FEYNMAN GRAPHON PROCESSES
DERIVED FROM THE RENORMALIZATION HOPF ALGEBRA

Ali SHOJAEI-FARD∗,1

Abstract

Thanks to the theory of graphons and random graphs, Feynman graphons are
new analytic tools for the study of infinities in (strongly coupled) gauge field the-
ories. We formulate the Halting problem in Feynman graphon processes to build
a new theory of computation in dealing with solutions of combinatorial Dyson–
Schwinger equations in the context of the Turing machines and the Manin’s renor-
malization Hopf algebra.
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1 Introduction

The theory of graph functions (or graphons) associated to the space of dense or sparse
graphs has been developed in Infinite Combinatorics [4, 5, 6, 7, 8, 9, 10, 15] and Com-
puter Science [11, 12, 18, 29]. Recently, some new applications of graphons to Quantum
Field Theory are investigated [24, 25] where Feynman graphons, as analytic generaliza-
tions of Feynman diagrams, have been built to provide a new analytic platform for the
study of the non-perturbative behavior of equations of motions in strongly coupled gauge
field theories [26, 27, 28].

Here we are going to build a theory of computation for the study of Feynman graphon
processes which contribute to solutions of Dyson–Schwinger equations (i.e. quantum
motions). Firstly, we consider the computability of Feynman graphons in terms of the
computable analysis. Secondly, we consider the combinatorial Hopf algebra of Feynman
graphons of a given gauge field theory where thanks to the Manin’s approach to the
theory of computation [19, 20, 21], we formulate the Halting problem for partial recursive
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functions defined on the space of labeled Feynman graphons. Thirdly, we introduce a
new class of flowcharts which encode labeled Feynman graphon processes. Then we
build a new Hopf algebra structure on these flowcharts which enables us to understand
the Halting problem of labeled Feynman graphon processes in the context of the BPHZ
renormalization program.

1.1 Graphons

Graphons or graph functions are fundamental tools in Infinite Combinatorics for the
study of extremely large dense or sparse graphs and complex networks on the basis of
the theory of random graph processes together with measure theoretic tools [7, 9, 10, 15].
Certain classes of measurable functions defined on suitable ground measure spaces can
be applied to represent graphons. Graphons are useful to formulate graph limits for se-
quences of finite (weighted) graphs with respect to cut-distance topology where these
analytic graphs can topologically complete the space of finite graphs [15]. Graphons
determine a class of random graphs which are useful for the approximation of compli-
cated graphs. The theory of graphons has been developed under two different but re-
lated settings to deal with dense and sparse graphs. For sequences of dense weighted
graphs, one setting focuses on the role of density, homomorphism densities and random
graphs [6, 8, 18]. For sequences of sparse weighted graphs, the other setting focuses on
the role of rescaling of the ground measure space, renormalization methods and mea-
sure theoretic tools to generate non-zero graphons for the description of infinite sparse
graphs [4, 5, 7, 9, 10]. It is also possible to study random graphs and homomorphism
densities for these non-zero graphons. Several applications of graphons in Combina-
torics, Theoretical Computer Science and Quantum Field Theory have been addressed in
[7, 9, 11, 12, 18, 24, 25, 26, 27, 28].

1.2 Turing machines and Halting problem

Dealing with the computability of real numbers and real functions is a fundamental
topic in Computable Analysis and Theoretical Computer Science. Turing provided the
initial steps for the study of computable real numbers. Computable real numbers can be
handled in terms of suitable convergent sequences of rational numbers. Recently, real
numbers have been studied and classified in terms of weaker versions of computabil-
ity. In addition, some generalizations of Turing machines have been applied to provide
algorithmic structures (on the basis of sequences of rational polygons) for the study of
computable real functions. [3, 13, 17, 31, 32]

Turing worked on the existence of a universal machine which encodes a description
for any computational program in terms of its corresponding Turing machine [31]. How-
ever it has been shown that a certain class of problems such as Halting problem cannot
be solved in general by computation. The Halting problem in the study of (universal)
Turing machines is one of the fundamental concepts in Theory of Computation [22, 30].
The basic idea of the Halting problem is the ability to determine whether an executed
program terminates whenever started from the initial state. Any well-defined compu-
tation process which takes some input values and then produces some output values is
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defined in terms of an algorithm. An algorithm contains a family of programs. Algo-
rithms provide a bridge between programs and computational functions. Programs are
represented in terms of a collection of directed graphs together with the compositions of
arrows and distinguished loops on vertices namely, flowcharts. The Halting problem con-
cerns the computability of programs in the context of intermediate algorithms. Thanks
to the Connes–Kreimer renormalization Hopf algebra of Feynman diagrams, Manin pro-
vided a new interpretation of the Halting problem in the context of the Bogoliubov–
Parasiuk–Hepp–Zimmermann (BPHZ) perturbative renormalization. He built a graded
Hopf algebra of flowcharts decorated by primitive recursive functions and then he applied
the BPHZ perturbative renormalization to determine the amount of non-computability of
partial recursive functions [17, 19, 20, 21]. The Manin approach has already been devel-
oped to Quantum Field Theory where the amount of (non-)computability of intermediate
algorithms are studied in terms of the renormalization of solutions of Dyson–Schwinger
equations [23].

1.3 Feynman graphons and Dyson–Schwinger equations

The interaction part of the Lagrangian of an interacting gauge field theory Φ con-
tains polynomials with respect to the (running) coupling constants of the physical theory.
The strength of the (running) coupling constants govern the behavior of fixed points of
Green’s functions known as Dyson–Schwinger equations. Solutions of these equations,
which provide quantum motions, might have non-perturbative behavior studied in the
context of lattice models, large N limits and Hopf algebraic platform. The Connes–
Kreimer renormalization Hopf algebra of Feynman diagrams HFG(Φ) is topologically
enriched with respect to the topology of graphons to formulate the notion of convergence
for sequences of Feynman diagrams. For any family of primitive Feynman diagrams
{γn}n≥1 with the corresponding combinatorial Dyson–Schwinger equation

X = I+
∑
n≥1

c(g)ωnB
+
γn(X

n+1) (1)

underlying the running coupling constant c(g), its unique solution X =
∑

n≥0 c(g)
nXn

can be interpreted by the Feynman graphon WX . It is the cut-distance convergent limit
of a sequence of Feynman graphon representations WYm of the partial sums Ym =∑m

i=0 c(g)
iXi. In other words, WX is given as an infinite direct sum of WXns with

the weights c(g)n. This new setting provides a new random graph model for the study of
the non-perturbative behavior of quantum equations. [24, 25, 26, 27, 28]

2 From Lebesgue to Lp Feynman graphons

In the theory of graphons, we deal with a family of analytic graphs which have con-
tinuum vertex sets. These graphs can be generated in terms of convergent graph limits of
sequences of finite weighted dense or sparse graphs. Graphons are useful to construct an
important family of finite and infinite random graphs which enable us to recover graph
limits and complex networks. In fact, the space of graphons can topologically complete
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the space of finite graphs. It is possible to build graphons on any arbitrary (σ-finite)
measure space (Ω, µΩ). Rooted tree representations of Feynman diagrams have been ap-
plied to associate a class of graphons to Feynman diagrams and their formal expansions.
Rescaled or stretched versions of Lebesgue measure graphons and Lp-graphons are the
practical tools to generate non-zero graphons as the convergence limits of sequences of
sparse graphs. [25, 27, 28]

Definition 1. • A Feynman diagram Γ is a finite oriented decorated graph which
obeys the conservation of momenta. It contains a vertex set Γ0, an edge set Γint

1 of
internal edges which have beginning and ending vertices and an edge set Γext

1 of
external edges which have beginning or ending vertex. While Γ might have nested
overlapping loops, it does not have any self-loop.

• The rooted tree representation tΓ is a decorated rooted tree such that each vertex
in tΓ is the symbol for a nested loop in Γ.

• Consider the Lebesgue measure space ([0, 1],m) as the ground probability mea-
sure space. For a given Feynman diagram Γ, a Feynman graphon WΓ is a symmet-
ric bounded Lebesgue measurable real valued function on the closed box [0, 1] ×
[0, 1] generated by the adjacency matrix of tΓ. It is called a labeled Feynman
graphon, if it can be presented by

W ρ
Γ(x, y) :=WΓ(ρ(x), ρ(y)) (2)

in terms of any invertible Lebesgue measure preserving transformation
ρ ∈ L1([0, 1],m) on [0, 1].

Remark 1. For a linear combination Γ = α1Γ1+ ...+αnΓn of Feynman diagrams with
positive coefficients, its Feynman graphon model WΓ is given by the normalization of the
direct sum WΓ1 + ... + WΓn such that WΓi is defined on the subinterval Ii × Ii with
m(Ii) = αi and Ii ∩ Ij = ∅ for i ̸= j. In this setting, WΓ is a stretched labeled Feynman
graphon defined on ⊔n

i=1Ii × ⊔n
i=1Ii such that by rescaling methods, we project it as a

labeled Feynman graphon defined on [0, 1]× [0, 1]. [27, 28]

Pixel picture presentations of the adjacency matrices of decorated rooted trees are el-
ementary examples of labeled Feynman graphons. While ∥W ρ

Γ∥1 = ∥WΓ∥1, all relabeled
Feynman graphons with respect to Γ are encapsulated by the equivalence class

[WΓ] := {W ρ
Γ , ρ : invertible Lebesgue measure preserving}. (3)

[WΓ] is called an unlabeled Feynman graphon class. In addition, Lebesgue measure
preserving transformations on [0, 1] generate a larger class of labeled Feynman graphons
which are not the same but their random Feynman graph models or their densities are
similar.

Definition 2. • Feynman diagrams Γ1,Γ2 are called weakly isomorphic, if their cor-
responding Feynman graphon models WΓ1 ,WΓ2 are weakly isomorphic. It means
that there exists another Feynman graphon model W and Lebesgue measure pre-
serving transformations ρ1, ρ2 on [0, 1] such that W ρ1 = WΓ1 and W ρ2 = WΓ2

almost everywhere.
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• We extend the equivalence class (3) with respect to the weakly isomorphic relation
to define

[WΓ]≈ := {W ρ
Γ , ρ : Lebesgue measure preserving}. (4)

[WΓ]≈ is called an unlabeled Feynman graphon class up to the weakly isomorphic
relation.

Theorem 1. For any 1 ≤ p < ∞, the space of real graphons Lp-completes the space of
Feynman diagrams of a given gauge field theory Φ.

Proof. For any Feynman diagram Γ, consider its rooted tree representation tΓ as a finite
weighted graph with the vertices v1, ..., vn with the corresponding weights αi > 0 such
that

∑n
i=1 αi = 1. For any edge vivj in tΓ, set βij as its weight. Fix the partition

P : I1, ..., In of [0, 1] with the corresponding Lebesgue measures m(Ij) = αj , for j =
1, ..., n. Now define the labeled Feynman graphon

WP
Γ (x, y) :=

{
βij , if x ∈ Ii and y ∈ Ij adjacent
0, otherwise

(5)

with respect to the partition P . We remove the restriction on the weight and consider
tΓ with the corresponding weight α1, ..., αn associated to vertices and edges with the
corresponding weights βij(tΓ). Set αtΓ =

∑n
i=1 αi. We determine a partition P of [0, 1]

in terms of measurable subsets I1, ..., In such that µ(Ii) = αi
αtΓ

such that ([0, 1], µ) is a
σ-finite measure space. Then a labeled Feynman graphon corresponding to Γ is given by

WP
Γ (x, y) =

n∑
i=1

n∑
j=1

χIi(x)χIj (y)βij(tΓ). (6)

We define a semi-norm structure on the space of labeled Feynman graphons given by

∥W ρ
Γ∥cut := supA,B⊂[0,1]

∣∣∣∣ ∫
A×B

W ρ
Γ(x, y)dxdy

∣∣∣∣ (7)

such that, up to the weakly isomorphic relation, it is a norm which leads us to the cut-
distance metric

dcut([WΓ1 ]≈, [WΓ2 ]≈) := infρ1,ρ2supA,B⊂[0,1]

∣∣∣∣ ∫
A×B

W ρ1
Γ1
(x, y)−W ρ2

Γ2
(x, y)dxdy

∣∣∣∣.
(8)

Thanks to the topology of graphons [15, 18], the space WΦ([0, 1],m) of Feynman graphon
classes on the Lebesgue measure space ([0, 1],m) is a compact Hausdorff metric space
with respect to the cut-distance topology.

Thanks to [4, 5], we extend our setting to equip the space of Feynman graphons with
the Lp-norm. WΓ is called an Lp-Feynman graphon if ||WΓ||p <∞ such that

||WΓ||p =
(∫

[0,1]2
|W (x, y)|p dxdy

)1/p

. (9)
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Set
dp(W

ρ1
Γ1
,W ρ1

Γ2
) := ||W ρ1

Γ1
−W ρ2

Γ2
||p, (10)

then
dp,cut([WΓ1 ]≈, [WΓ2 ]≈) = infρ1,ρ2 dp(W

ρ1
Γ1
,W ρ2

Γ2
). (11)

This metric is applied to equip the space of Feynman diagrams with the Lp-norm defined
by

dp,cut(Γ1,Γ2) := dp,cut([WΓ1 ]≈, [WΓ2 ]≈). (12)

We have
||Γ||cut ≤ ||Γ||1,cut ≤ ||Γ||2,cut ≤ ||Γ||∞,cut. (13)

Consider a sequence {Γn}n≥1 of Feynman diagrams with the corresponding se-
quence {tΓn}n≥1 of decorated rooted trees (as weighted sparse graphs). When n tends to
infinity, ||WPΓn

Γn
||p goes to zero which means that the convergent limit is an infinite graph

with almost zero density namely, weakly isomorphic to the 0-graphon. We remove this
issue by working on renormalized Lp-Feynman graphons

W̃
PΓn
Γn

:=
W

PΓn
Γn

∥WPΓn
Γn

∥p
(14)

for each n. So now {Γn}n≥1 is Lp−convergent whenever the sequence {[W̃PΓn
Γn

]≈}n≥1

of renormalized Lp-Feynman graphons is convergent to a non-zero Feynman graphon
with respect to the Lp-norm. The space WΦ([0, 1], ||.||p,cut) of Lp-Feynman graphon
classes is a complete Hausdorff metric space with respect to the Lp-norm.

Remark 2. • It is also possible to consider the stretched version of the canonical
graphons where we have W̃ s

Γn
:= WΓn(

x

∥WΓn∥
1/2
p

, y

∥WΓn∥
1/2
p

) for 0 ≤ x, y ≤

∥WΓn∥
−1/2
p .

• Thanks to [27, 28], the sequence {Γn}n≥1 with increasing loop numbers is conver-
gent to WΓ, if for each fixed value k, the sequence {tΓn [k]}n≥1 of the distributions
of random trees is convergent when n tends to infinity. In this setting, tΓn [k] is a
random tree with k vertices given by selecting distinct vertices v1, ..., vk from tΓn

under a uniformly random process such that with the probability WΓn(vik , vjk)
(for ik ̸= jk), there exists an edge vikvjk in tΓn [k]. The random tree limit tΓ[∞] of
this sequence is determined by the Feynman graphon WΓ. In other words, tΓ[∞]
has infinite countable vertices given by selecting distinct vertices v1, v2, ... from tΓ
such that with the probability WΓ(vi, vj), there exists an edge vivj (for i ̸= j) in
this infinite random tree.

One important application of Feynman graphons is their roles for the description of
solutions of Dyson–Schwinger equations where we need to deal with the sequences of
partial sums and their convergence with respect to the cut-distance topology orLp-norms.
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Corollary 1. Consider a (strongly coupled) gauge field theory Φ with the corresponding
space WΦ([0, 1], ||.||p,cut) of Lp-Feynman graphons. The sequence {Ym}m≥1 of the par-
tial sums of the unique solution X of a combinatorial Dyson–Schwinger equation DSE
is Lp-convergent to X .

Proof. It is a direct result of Theorem 1 and [4, 5, 27, 28].

3 A theory of computation for Feynman graphon processes

Turing machines are important examples of abstract models in Theory of Computa-
tion. A Turing machine is given by a finite set of states, a finite set of symbols, an input
vocabulary collection built from symbols, an initial state, a transition function and a set
of final states. The collection of accepted inputs determine the language corresponding
to the Turing machine. It is shown by Church–Turing Thesis that there exists a universal
Turing machine for each computable problem. All computable functions are computed
under a suitable Turing complete system. [30]

In this section, we study the notion of computability of Feynman graphons and Feyn-
man graphon processes in the context of rational polynomials. We explain the structure
of a graded Hopf algebra of Feynman graphons which leads us to formulate the Halting
problem at the level of Feynman graphons under a renormalization program. We then
generalize our Hopf algebraic platform to the level of decorated flowcharts to formulate
the Halting problem for Feynman graphon processes which contribute to solutions of
combinatorial Dyson–Schwinger equations.

3.1 Computability

The domain and the image of any real graphon are subsets of [0, 1]× [0, 1] and [0, 1],
respectively. In Computable Analysis, real numbers and real functions are classified in
terms of their computability level where Turing machines have been applied to determine
computable real functions. The computability of graphons are addressed in [1, 2] which
are not useful for our platform. Here we plan to understand the computability of (Lp-
)Feynman graphons (defined on the ground measure space (Ω,m) such that Ω ⊆ R) in
the context of Computable Analysis and generalized Turing machines to formulate the
Halting problem of Feynman graphon processes under the Hopf algebraic setting.

Definition 3. • A real number x is called computable, if there exists a sequence
(rn)n≥1 of rational numbers which effectively converges to x which means that for
any n, we have |rn − x| ≤ 2−n.

• If the effectively convergent sequence (rn)n≥1 is increasing, then we call x a left-
computable real number while if it is a decreasing effectively convergent sequence,
then we call x a right-computable real number.

A computable real number is left-computable and right-computable. In addition, the
sequence (rn)n≥1 in Definition 3, which is called the computable name of x, provides
some effective approximations of x with effective error estimations.
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This notion of ”computability” can be formulated for real valued functions where
we need to work on some generalized versions of Turing machines. For a given finite
alphabet set Σ, the corresponding set Σ∗ of finite strings is a countable set. A real function
f on Σ∗ is computable, if there exists a Turing machineMf which sends each finite string
s ∈ Dom(f) to an output f(s) in a finite number of steps. Some generalizations of Turing
machines have been considered to study computable functions on uncountable sets such
as the set Σω of all infinite strings over Σ. In Computable Analysis, the main task is to
classify real numbers and real functions in terms of their level of structural computability.
[3, 17]

Definition 4. For a given finite alphabet set Σ, a type-2 Turing machine Mω is a Turing
machine such that

• It is the same as the classical Turing machine on Σ∗,

• It can accept inputs from Σω to generate infinite sequences as outputs.

• If it halts in a finite number of steps or cannot generate an infinite sequence as an
output, then the machine diverges.

Definition 5. A real function f defined on [a, b] is computable, if there exists a type-2
Turing machine Mf which computes it. It means that Mf sends any rational sequence
(rn)n≥1 in [a, b] which effectively converges to a computable real number x ∈ [a, b] to
a rational sequence (sn)n≥1 in Im(f) which effectively converges to the corresponding
computable real number f(x).

Computable real functions have been approximated in terms of sequences of poly-
nomials. A rational polygon is a continuous piecewise linear function which connects a
finite set of rational turning points on a closed interval. We replace a sequence of rational
polygons with a sequence of rational polynomials. Thanks to Weierstrass approximation
Theorem [13, 32], it is shown that a computable (continuous) real function f on a closed
interval can be described as the uniformly effectively convergent limit of a computable
sequence (pgn)n≥1 of rational polygons. It means that for any fixed x ∈ Dom(f) and
any n ≥ 1, we have |pgn(x)− f(x)| ≤ 2−n. [3]

Now we are going to modify this platform for the study of computable (Lp-) Feynman
graphons for 1 ≤ p <∞.

Definition 6. A labeled Feynman graphon W ρ
Γ : [0, 1] × [0, 1] → [0, 1] is called com-

putable, if there exists a type-2 Turing machine MW ρ
Γ

such that it sends any sequence
{(rn, sn)}n≥1 of pairs of rational numbers which effectively converges to a pair (x, y) of
computable real numbers to a rational sequence (tn)n≥1 which effectively converges to
the corresponding computable real number W ρ

Γ(x, y).

Remark 3. For a given computable Feynman graphonWΓ, any labeled Feynman graphon
W ρ

Γ and any other graphon model which is weakly isomorphic toWΓ is also computable.

For any labeled Feynman graphonW ρ
Γ : [0, 1]× [0, 1] → [0, 1], we project its domain

onto the vertical axis (x = x0) and the horizontal axis (y = y0) to obtain real functions

W ρ
Γ,x=x0

: [0, 1] → [0, 1], W ρ
Γ,x=x0

(y) :=W ρ
Γ(x0, y),
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W ρ
Γ,y=y0

: [0, 1] → [0, 1], W ρ
Γ,y=y0

(x) :=W ρ
Γ(x, y0). (15)

Corollary 2. For a given computable labeled Feynman graphon W ρ
Γ , real functions

W ρ
Γ,x=x0

,W ρ
Γ,y=y0

are also computable.

Proof. We have a Turing machine MW ρ
Γ

which encodes the computation process of W ρ
Γ .

For a fixed computable number x0 ∈ [0, 1], let (r0n)n≥1 be a sequence which is effec-
tively convergent to x0. For any computable number y ∈ [0, 1], MW ρ

Γ
sends any rational

sequence {(r0n, sn)}n≥1 which is effectively convergent to (x0, y) to a rational sequence
(u0n)n≥1 which effectively converges to W ρ

Γ(x0, y) = W ρ
Γ,x=x0

(y). In addition, for a
fixed computable number y0 ∈ [0, 1], let (s0n)n≥1 be a sequence which is effectively con-
vergent to y0. For any computable number x ∈ [0, 1], MW ρ

Γ
sends any rational sequence

{(rn, s0n)}n≥1 which is effectively convergent to (x, y0) to a rational sequence (v0n)n≥1

which effectively converges to W ρ
Γ(x, y0) =W ρ

Γ,y=y0
(x).

Corollary 3. For a given labeled Feynman graphon W ρ
Γ , let real functions W ρ

Γ,x=x0
,

W ρ
Γ,y=y0

are computable onAy, Ax ⊆ [0, 1], respectively. Then real functionsW ρ
Γ,x=x0

±
W ρ

Γ,y=y0
and W ρ

Γ,x=x0
W ρ

Γ,y=y0
are also computable.

Proof. Thanks to Definition 5, for computable functions W ρ
Γ,x=x0

,W ρ
Γ,y=y0

, there exist
type-2 Turing machines My,Mx such that
- The type-2 Turing machine Mx sends each computable real number x ∈ Ax

⊆ Dom(W ρ
Γ,y=y0

) to a computable real number W ρ
Γ,y=y0

(x) in the image.
- The type-2 Turing machine My sends each computable real number y ∈ Ay

⊆ Dom(W ρ
Γ,x=x0

) to a computable real number W ρ
Γ,x=x0

(y) in the image.
Define a new type-2 Turing machineMx±My which sends any sequence {(pn, qn)}n≥1

of rational pairs in Ax × Ay which effectively converges to a pair (x, y) of computable
numbers to a rational sequence (rpnqn)n≥1 in [0, 1] which is effectively convergent to
W ρ

Γ(x, y0)±W ρ
Γ(x0, y).

In addition, define a new type-2 Turing machineMx×My which sends any sequence
{(pn, qn)}n≥1 of rational pairs in Ax × Ay which effectively converges to a pair (x, y)
of computable numbers to a rational sequence (spnqn)n≥1 in [0, 1] which is effectively
convergent to W ρ

Γ(x, y0)W
ρ
Γ(x0, y).

Corollary 4. For a given labeled Feynman graphon W ρ
Γ which is computable on Ax ×

Ay ⊆ [0, 1]× [0, 1], the collection

GW ρ
Γ
:= {W ρ

Γ,x=x0
,W ρ

Γ,y=y0
: x0 ∈ Ax, y0 ∈ Ay} ∪ {WI} (16)

is an abelian group such that WI is the 0-graphon with respect to the empty graph.

The space of all computable labeled Feynman graphons on the Lebesgue measure
space ([a, b],m) or the Lp space ([a, b], ||.||p) is an abelian group.

Theorem 2. Computable labeled Feynman graphons can be approximated by rational
polynomials.
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Proof. It is enough to show that for a given computable labeled Feynman graphon W ρ
Γ ,

there exists a computable sequence of rational two variables polynomials which con-
verges uniformly effectively to W ρ

Γ .
The Turing machine MW ρ

Γ
sends any rational sequence of pairs {(rn, sn)}n≥1 which

converges effectively to the computable pair (x, y) ∈ Dom(W ρ
Γ) to an increasing rational

sequence (tn)n≥1 which is effectively convergent to the corresponding computable real
number W ρ

Γ(x, y).
Let x, y ∈ [0, 1] be rational numbers such that we set (rj , sj) = (x, y) for all j ≥ 1

where MW ρ
Γ

generates computable numbers c1, ..., cj in finite steps via reading a finite
number kj of arrays of the input {(rj , sj)}j≥1. Define an open box

Ix × Iy := (x− 2−kj , x+ 2−kj )× (y − 2−kj , y + 2−kj ). (17)

For any arbitrary pair (z1, z2) ∈ Ix×Iy of computable real numbers with the correspond-
ing sequence of pairs {(rz1n , sz2n )}n≥1 which converges effectively to (z1, z2), define a
new sequence {(uj , vj)}j≥1 such that for each j ≥ 1,

(uj , vj) = {(x,y), j≤kj

(r
z1
n ,s

z2
n ), j>kj

. (18)

This sequence is effectively convergent to (z1, z2) and therefore MW ρ
Γ

sends this new
sequence to an increasing rational sequence with the initial arrays c1, ..., cj which effec-
tively converges to W ρ

Γ(z1, z2). For any (w1, w2) ∈ Ix × Iy, cj ≤W ρ
Γ(w1, w2).

The collection I := {Ix × Iy : x, y ∈ Q ∩ [0, 1]} is an open cover for the compact
box [0, 1]× [0, 1]. There exists a finite sub-cover {Ix1 × Iy1 , ..., Ixl

× Iyl} for I such that
for each i = 1, ..., l, there exist some rational numbers cij where cij ≤ W ρ

Γ(w1, w2) for
any (w1, w2) ∈ Ixi × Iyi .

Therefore for all i = 1, ..., l and for any (w1, w2) ∈ Ixi × Iyi , we can determine a
rational two variables polygon pgij such that

cij ≤ pgij(w1, w2) ≤W ρ
Γ(w1, w2). (19)

This gives us an increasing sequence of rational two variables polygons such that when-
ever j goes to infinity, it converges to W ρ

Γ .

3.2 Hopf algebra of Feynman graphons and Halting problem

Finding a suitable Turing machine with respect to a given problem is a decision prob-
lem. The Halting problem, which concerns whether a machine halt on a given input
or not, is undecidable [22, 29]. In this part we equip the space of Feynman graphons
associated to Feynman diagrams of a given gauge field theory with a graded Hopf alge-
bra structure. Then we modify the Manin’s renormalization program to folrmulate the
Halting problem for Feynman graphons.

Theorem 3. There exists a topological Hopf algebra structure on the space of graphons
defined on the ground measure space ([0, 1],m) which encodes the convergence of se-
quences of finite graphs with increasing vertex numbers.
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Proof. Consider the graded commutative unital algebra generated by the space of finite
graphs where the number of vertices provides the graduation parameter and the disjoint
union of graphs is the multiplication for this algebra. We equip this algebra with a bial-
gebra structure in terms of the coproduct

∆(G) =
∑
V

HV ⊗HVG\V (20)

such that HV is a subgraph of G with the vertex set V . The grading structure is useful to
formulate an antipode recursively. Therefore we obtain a finite type graded commutative
non-cocommutative unital co-unital Hopf algebra on the space of finite graphs. [16]

The coproduct (20) determines a graded Hopf algebra structure on the space W[0,1].
Consider the commutative algebra HW[0,1]

free generated by labeled graphons W ρ in
W[0,1] with respect to all Lebesgue measure preserving transformations on [0, 1] such
that the 0-graphon WI with respect to the empty graph is its unit. Labeled graphons
corresponding to graphs without any edge belong to [WI]≈. However in this algebra we
consider them as separate generators. Thanks to Theorem 1, for a given finite graph G
with the associated labeled graphons W ρ

G, define

∆(W ρ
G) =

∑
H

W ρ
H ⊗W ρ

G/H (21)

as the coproduct of W ρ
G such that the sum is controlled in terms of subgraphs of the

graph G. In addition, any arbitrary labeled graphon W ρ ∈ [W ]≈ is identified in terms
of the graph limit of a sequence {Gn}n≥1 of finite (simple) graphs [15, 18]. It means
that the sequence {[WGn ]≈}n≥1 is cut-distance convergent to [W ]≈. The coproduct (21)
is linear and bounded which means that it is continuous with respect to the cut-distance
topology. Therefore ∆(W ρ) is identified in terms of the cut-distance convergent limit
of the sequence {∆([WGn ]≈)}n≥1. In other words, ∆(W ρ) is the limit of the sequence
{
∑

Hn
W ρ

Hn
⊗W ρ

Gn/Hn
}n≥1 with respect to the cut-distance topology.

The counit on HW[0,1]
is defined by

ε(W ρ) = 0 forW ρ ̸=WI, ε(WI) = 1 . (22)

Therefore HW[0,1]
is now equipped with a bialgebra structure. The vertex number of

graphs makes a graduation parameter on the bialgebra of labeled graphons. In other
words, we haveHW[0,1]

=
⊕∞

n=0H
(n)
W[0,1]

such that for each n,H(n)
W[0,1]

is the K-submodule

spanned by labeled graphonsW ρ
G such that |G| = n. This allows us to define an antipode

on HW[0,1]
under a recursive process where for a given finite graph G, we have

S(W ρ
G) = −W ρ

G −
∑
H

S(W ρ
H)W ρ

G/H . (23)

In addition, for any arbitrary labeled graphon W ρ ∈ [W ], we identify S(W ρ) in terms
of the cut-distance convergent limit of the sequence {S([WGn ]≈)}n≥1. In other words,
S(W ρ) is the limit of the sequence {S(W ρ

Gn
)}n≥1 with respect to the cut-distance topol-

ogy.
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As the result, HW[0,1]
is a graded free commutative non-cocommutative Hopf algebra

which is completed with respect to the cut-distance topology. We use the notationHcut
W[0,1]

for the resulting topological Hopf algebra.

Corollary 5. The space of (Lp-)Feynman graphons corresponding to Feynman diagrams
of a given gauge field theory Φ can be equipped with a topological Hopf algebra.

Proof. Set Hcut
WΦ([0,1])

as the free commutative algebra generated by Feynman graphon
classes [WΓ]≈. The loop number determines the graduation parameter onHcut

WΦ([0,1])
such

that for each n ≥ 1, Hcut,(n)
WΦ([0,1])

is the vector space generated by [WΓ]≈ corresponding
to 1PI Feynman diagrams Γ with the loop number n or products of Feynman graphons
[WΓi ]≈ corresponding to 1PI Feynman diagrams Γi with the overall loop number n. The
rest of the proof is a direct result of Theorem 3 and [28].

In fact,Hcut
WΦ([0,1])

is the topological renormalization Hopf algebra of Feynman graphons
which is rich enough to encode the non-perturbative renormalization of solutions of com-
binatorial Dyson–Schwinger equations [25, 26, 27, 28].

Manin worked on the construction of a new Hopf algebra of enriched programming
encoded by decorated flowcharts to formulate a new interpretation of the Halting problem
in the context of perturbative renormalization. He applied the Connes–Kreimer approach
to the BPHZ perturbative renormalization to determine the non-computability level of
programs in terms of the BPHZ counterterms. He provided a deformed version of the
Halting problem for partial recursive functions. He showed that checking whether a pos-
itive integer number k belongs to Dom(f) (of a given partial recursive function f on
the constructive world N) or not is equivalent to checking a particular analytic function
Φ(k, f ; z) with respect to a complex parameter z (determined on the basis of the Kol-
mogorov complexity) has a pole at z = 1 or not. The BPHZ perturbative renormalization
is the key tool to extract the non-computability level in terms of the Birkhoff factorization
of a character ψΦ on the Hopf algebra of the Halting problem. [19, 20]

Example 1. For a given partial recursive function f on the constructive world N, define
f̃

f̃(n) = f(n), n ∈ Dom(f), f(x) = 0, x ̸∈ Dom(f) , (24)

and then consider

Φ(k, f ; z) :=
∑
n≥0

zn

(1 + nf̃(k))2
. (25)

For any k1 which is not in Dom(f), we have Φ(k1, f ; z) =
1

1−z while if k2 ∈ Dom(f),
then Φ(k2, f ; z) is the Taylor series of an analytic function at |z| < 1 and continuous at
the boundary region |z| = 1. [21]

Thanks to this platform, now we formulate the Halting problem at the level of labeled
Feynman graphons under a new Hopf algebraic setting.

Corollary 6. The computability of labeled Feynman graphons can be encoded in terms
of the BPHZ perturbative renormalization.
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Proof. The BPHZ perturbative renormalization is formulated in terms of Dimensional
Regularization together with Minimal Subtraction. This renormalization scheme is en-
coded by the Rota–Baxter algebra (Adr, Rms) such that Adr is the algebra of Laurent
series with finite pole parts and Rms : Adr → Adr is the projection map onto the pole
parts. We are going to apply this renormalization scheme to formulate a machinery which
approximates whether a given labeled Feynman graphon is computable at an input or not.

We work on the Hopf algebra Hcut
WΦ([0,1])

and its corresponding complex Lie group
GWΦ([0,1])(Adr) = Hom(Hcut

WΦ([0,1])
, Adr). Thanks to Atkinson Theorem [14], each char-

acter ϕ ∈ GWΦ([0,1])(Adr) has the unique Birkhoff factorization (ϕ−, ϕ+) in terms of the
factorization Adr = A− ⊕ A+ such that ϕ−, ϕ+ are characters which contribute to the
equation ϕ = ϕ−1

− ∗ ϕ+ while ϕ−1 = ϕ ◦ S with respect to the antipode of the Hopf
algebra Hcut

WΦ([0,1])
. The convolution product ∗ is defined in terms of the coproduct (21).

The negative component ϕ− can be computed in terms of the equation ϕ− = SRms ∗ ϕ
such that SRms deforms the antipode S (given by the formula (23)) with respect to the
Minimal Subtraction map. In other words,

SRms(W
ρ
Γ) = −Rms(ϕ(W

ρ
Γ))−Rms

{∑
γ

SRms(W
ρ
γ )ϕ(W

ρ
Γ/γ)

}
(26)

such that the sum is controlled by disjoint unions of 1PI Feynman subdiagrams of Γ.
For any W ρ

Γ ∈ Hcut
WΦ([0,1])

, there exists a sequence {Γn}n≥1 of finite Feynman dia-
grams which is cut-distance convergent toW ρ

Γ ∈ [WΓ]. For a partial recursive function F
defined on a subspace of the space of labeled Feynman graphons such that {W ρn

Γn
}n≥1 ⊆

Dom(F ), define a new function

F̃ (V ) = F (V ) : V ∈ Dom(F ), F̃ (V ) = 0 : V ̸∈ Dom(F ) . (27)

Thanks to (25), define the analytic function

Θ(V, F ; z) :=
∑
n≥0

zn

(1 + n∥F̃ (V )∥cut)2
, (28)

which determines a character ψΘ(V,F ;z) ∈ GWΦ([0,1])(Adr). Its negative component
ψΘ(V,F ;z),− with respect to the Birkhoff factorization can be computed in terms of the
formula (26).

Thanks to the Manin renormalization Hopf algebra of the Halting problem [19, 21],
the values ψΘ(V,F ;z),−(W

ρn
Γn

) for each n ≥ 1 approximate the non-computability amount
of F at W ρ

Γ in terms of the character ψΘ(V,F ;z).
Now if we apply the above setting for F = id, then arrays of the sequence

{ψΘ(W ρ
Γn

,id;z),−}n≥1 of analytic functions, which are continuous at |z| = 1, encode the
non-computability of W ρ

Γ at Dom(W ρ
Γ) ⊆ [0, 1]× [0, 1].

Remark 4. If we change the partial recursive function F with another functions in Proof
of Corollary 6, then we obtain another approximations for the non-computability level of
labeled Feynman graphons.
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Corollary 7. There exists a shuffle type product on the space of primitive labeled Feyn-
man graphons of the Hopf algebra Hcut

WΦ([0,1])
. It provides a factorization program (in

terms of the Euler product) for labeled Feynman graphons which contribute to solutions
of combinatorial Dyson–Schwinger equations.

Proof. Thanks to the Hopf algebra Hcut
WΦ([0,1])

given by Corollary 5, consider the free
algebra generated by finite sequences Jρ1,...,ρn

1,...,n := (W ρ1
1 , ...,W ρn

n ) of primitive labeled
Feynman graphons. For any primitive labeled Feynman graphon W ρ

p , define a linear
operator B+

W ρ
p

on the space of these finite sequences such that

B+
W ρ

p
(Jρ1,...,ρn

1,...,n ) := (W ρ
p ,W

ρ1
1 , ...,W ρn

n ). (29)

Thanks to the coproduct structure on labeled Feynman graphons, we define recursively a
new coproduct on the space of these sequences given by

∆(B+
W ρ

p
(Jρ1,...,ρn

1,...,n )) = B+
W ρ

p
(Jρ1,...,ρn

1,...,n )⊗ 1 + (id⊗B+
W ρ

p
)∆(Jρ1,...,ρn

1,...,n ) (30)

such that 1 is the empty sequence as the unit of the algebra. The graduation parameter
with respect to the length of sequences allows us to formulate an antipode. We use the
notation Hprim,WΦ([0,1]) for the resulting Hopf algebra on sequences Jρ1,...,ρn

1,...,n s.
Now we define a new shuffle product on the space of sequences of primitive labeled

Feynman graphons. For given primitive labeled Feynman graphons W σ1
p1 ,W

σ2
p2 define

B+
W

σ1
p1

(Jρ1,...,ρn
1,...,n )⊖B+

W
σ2
p2

(Jρ1,...,ρm
1,...,m ) =

B+
W

σ1
p1

(Jρ1,...,ρn
1,...,n ⊖B+

W
σ2
p2

(Jρ1,...,ρm
1,...,m )) +B+

W
σ2
p2

(B+
W

σ1
p1

(Jρ1,...,ρn
1,...,n )⊖ Jρ1,...,ρm

1,...,m ). (31)

The product ⊖ is commutative and associative on the space of sequences Jρ1,...,ρn
1,...,n s such

that the empty sequence is its unit.
For any non-zero real number α, consider combinatorial Dyson–Schwinger equations

with the general form
X(α) = 1 + α

∑
W ρ

p

B+
W ρ

p
(X(α)) (32)

in Hprim,WΦ([0,1])[[α]] together with characters ϕs

ϕs(J
ρ1,...,ρn
1,...,n ) =

1

n!
ω(Jρ1,...,ρn

1,...,n )−s (33)

on Hprim,WΦ([0,1]) (for real numbers s > 1) such that ω(Jρ1,...,ρn
1,...,n ) := ∥W ρ1

1 ∥cut...
∥W ρn

n ∥cut. For any sequence Jρ1,...,ρn
1,...,n , we apply rescaling methods to replace each

W ρi
i : [0, 1]2 → [0, 1] with a new labeled Feynman graphon W̃ ρi

i : [0, 1]2 → [0, ai]
such that ∥W̃ ρi

i ∥cut = pi is the ith prime number. Then we can check that

limα→1ϕs(X(α)) = limα→1ϕs(
⊖∏
p

1

1− α(W̃ ρ
p )

) =
∏
pji

1

1− p−s
i

= ζ(s) (34)

such that
1

1− α(W̃ ρ
p )

= 1 + α(W̃ ρ
p ) + α2(W̃ ρ

p )⊖ (W̃ ρ
p ) + α3(W̃ ρ

p )⊖ (W̃ ρ
p )⊖ (W̃ ρ

p ) + .... (35)
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3.3 Halting problem of labeled Feynman graphon processes

In Theory of Computation, it is possible to describe operations in terms of sequences
of decimal digits which enables us to encode programs in terms of joining together deci-
mal digits. Flowcharts are basic tools to describe programs in terms of some algorithmic
processes. Turing machines have been introduced as the fundamental concept for the
study of intermediate algorithms and programs. We describe programs in terms of a cer-
tain class of functions namely, partial recursive functions. These functions are useful to
encode physical processes that take steps in a limited period of time or an infinite time.
The computability is about whether a partial recursive function can be computed via a
program or not. [17, 30]

Thanks to Corollary 1, the (non-perturbative) solution X of a given combinatorial
Dyson–Schwinger equation DSE can be interpreted as the infinite direct sum of Feyn-
man graphons WXi of weight c(g)i. The Feynman graphon representations of the partial
sums Ym are applied to study the evolution of the equation DSE in terms of the se-
quence {WYm}m≥1. This Feynman graphon process determines the real time dynamics
of the equation DSE. Here we study the amount of computability of Feynman graphon
processes in the context of the renormalization Hopf algebra of Halting problems of
flowcharts.

Lemma 1. The unique solution X of a given combinatorial Dyson–Schwinger equation
DSE is encoded by a random graph process.

Proof. We show that any labeled Feynman graphon W ρ
X ∈ [WX ]≈ determines a random

graph process which converges to an infinite random graph. For any natural number
1 ≤ n ≤ ∞, set [n] := {i ∈ N : i ≤ n} and then define a random graph R(n,W ρ

X) with
the vertex set [n] in terms of taking n random real numbers x1, ..., xn in [0, 1] such that
with the probabilityW ρ

X(xi, xj), there exists an edge between xi and xj inR(n,W ρ
X) for

i, j ∈ [n]. We generalize this method to build an infinite random graph R(∞,W ρ
X) with

the vertex set [∞] in terms of taking infinite countable random real numbers x1, x2, ... in
[0, 1] such that with the probability W ρ

X(xi, xj), there exists an edge between xi and xj
in R(∞,W ρ

X) for i, j ∈ [∞]. This class of infinite random graphs are invariant under
permutations of vertices.

Consider the sequence {Y ρm
m }m≥1 of finite partial sums with the corresponding se-

quence {W ρm
Ym

}m≥1 of Feynman graphons which cut-distance converges to W ρ
X when m

tends to infinity. For each m and a fixed k, we build a random graph R(k,W ρm
Ym

) on the
vertex set [k] such that with the probability W ρm

Ym
(xi, xj), there exists an edge between

xi, xj for i, j ∈ [k]. Thanks to [25, 27], for each k, the sequence {R(k,W ρm
Ym

)}m≥1 is
convergent to the random graph R(k,W ρ

X). Therefore the distributions of the random
graphs R(k,W ρm

Ym
) converge when m tends to infinity.

Remark 5. • If labeled Feynman graphons W ρ1
DSE1

and W ρ2
DSE2

are weakly isomor-
phic, then their corresponding infinite random graphs R(∞,W ρ1

DSE1
) and

R(∞,W ρ2
DSE2

) have the same distribution.

• For a given labeled Feynman graphonW ρ
X and any Feynman diagram Γ, the homo-

morphism density t(Γ,W ρ
X) determines the probability that Γ can be interpreted



154 Ali Shojaei-Fard

as a subgraph of the infinite random graph R(∞,W ρ
X).

Definition 7. LetR(∞,W ρ
X) be an infinite random graph generated by the labeled Feyn-

man graphon W ρ
X .

• A labeled Feynman graphon process initiated from R(∞,W ρ
X) is a sequence

{W ρn
Γn

}n≥1 of labeled Feynman graphons corresponding to (finite formal expan-
sions of) Feynman diagrams Γn which is cut-distance convergent to W ρ

X . It is
called a labeled Lp-Feynman graphon process, if {W ρn

Γn
}n≥1 is Lp-convergent to

W ρ
X .

• A computable labeled Feynman graphon process initiated from R(∞,W ρ
X) is a

sequence {W ρn
Γn

}n≥1 of computable labeled Feynman graphons corresponding to
(finite formal expansions of) Feynman diagrams Γn which is cut-distance conver-
gent to W ρ

X .

We want to organize labeled Feynman graphon processes into a new Hopf algebra
structure which is useful to encode the Halting problem.

Definition 8. Let {W ρn
Γn

}n≥1 be a labeled Feynman graphon process initiated from an
infinite random graph R(∞,W ρ

X). Let there exist a family M := {ρst :W ρs
Γs

→W ρt
Γt
}s,t

of Lebesgue measurable maps. A proper admissible partition c for this sequence is a
cut which divides the sequence into a disjoint union of two non-empty sub-sequences
{U c

i }i≥1 and {V c
j }j≥1 such that

• All labeled Feynman graphons in {W ρn
Γn

}n≥1 belong either to {U c
i }i≥1 or {V c

j }j≥1.

• Any map ρij in M describes the information flow from W ρi
Γi

to W ρj
Γj

.

• A cut c is called trivial, if one of the sub-sequences {U c
i }i≥1 or {V c

j }j≥1 are empty.

Definition 9. Consider the collection of all labeled Feynman graphon processes such as
{W ρn

Γn
}n≥1 together with a family M := {ρst : W ρs

Γs
→ W ρt

Γt
}s,t of Lebesgue measur-

able maps. A sub-collection Flgraphon of labeled Feynman graphon processes is called
admissible, if

• Each sub-sequence {Ui}i≥1 together with the family M |{Ui}i≥1
of any given Feyn-

man graphon process {W ρn
Γn

}n≥1 in Flgraphon belongs to Flgraphon.

• Each disjoint union of sequences of labeled Feynman graphons in Flgraphon be-
longs to Flgraphon.

• The 0-graphon belongs to Flgraphon.

• For any labeled Feynman graphon process {W ρn
Γn

}n≥1 in Flgraphon and any proper
cut c, the corresponding sub-sequences {U c

i }i≥1 and {V c
j }j≥1 belong to Flgraphon.

Objects of the sub-collection Flgraphon are called flowcharts decorated by labeled
Feynman graphon processes.
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Now we modify the Manin renormalization Hopf algebra of the Halting problem
([19, 20, 21]) to flowcharts decorated by labeled Feynman graphon processes.

Theorem 4. Admissible cuts given by Definition 8 determine a graded Hopf algebra
structure on the space of flowcharts decorated by labeled Feynman graphon processes.

Proof. For a given admissible sub-collection Flgraphon, set HFlgraphon as the K-linear
span of flowcharts in Flgraphon. The disjoint union gives a multiplication on this space
and the admissible cuts provide a coproduct structure on this space given by

∆({W ρn
Gn

}n≥1) =
∑
c

{U c
i }i≥1 ⊗ {V c

j }j≥1. (36)

The cut-distance topology guarantees that this infinite formal sum is well-defined.
We consider HFlgraphon = ⊕∞

j=1H
j
Flgraphon

as a N∞-multigraded bialgebra such that

j = (j1, j2, ...). For each j, Hj
Flgraphon

is the K-submodule generated by those labeled

Feynman graphon processes {W ρn
Gn

}n≥1 such that for each n, W ρn
Gn

∈ H
(jn)
W[0,1]

(according
to the Proof of Theorem 3).

Thanks to this multigraded graduation parameter and the coproduct (36), we formu-
late the antipode recursively to obtain our promising Hopf algebra.

Corollary 8. The Halting problem in the construction of infinite random graphs gener-
ated by labeled Feynman graphon processes which contribute to solutions of combinato-
rial Dyson–Schwinger equations can be encoded in terms of the Hopf algebraHFlgraphon .

Proof. Thanks to Lemma 1, Remark 5 and Definition 7, we only need to update the Proof
of Corollary 6 for the Hopf algebra HFlgraphon and its corresponding complex Lie group
GFlgraphon(Adr).

4 Conclusion

We studied the computability of Feynman graphons and Feynman graphon processes
in the context of the computable analysis, the generalized Turing machines and the renor-
malization Hopf algebra of the Halting problem. In this direction, we equipped the space
of flowcharts decorated by Feynman graphon processes with a new graded Hopf alge-
bra structure which led us to interpret the Halting problem of algorithms associated to
Feynman graphon processes in terms of the BPHZ renormalization program.

References

[1] Ackerman, N.L., Avigad, J., Freer, C.E., Roy, D.M. and Rute, J.M., On the com-
putability of graphons, arXiv:1801.10387, 2018.

[2] Ackerman, N.L., Avigad, J., Freer, C.E., Roy, D.M. and Rute, J.M., Algorithmic
barriers to representing conditional independence, 2019 34th Annual ACM/IEEE
Symposium on Logic in Computer Science (LICS), 1–13, 2019.



156 Ali Shojaei-Fard

[3] Bauer, M.S. and Zheng, X., On the weak computability of continuous real functions,
Computability and Complexity in Analysis (CCA 2010), EPTCS 24 (2010). 29–40.

[4] Borgs, C., Chayes, J.T., Cohn, H. and Zhao, Y., An Lp theory of sparse graph
convergence I: limits, sparse random graph models, and power law distributions,
Trans. Amer. Math. Soc. 372 (2019), no. 5, 3019–3062.

[5] Borgs, C., Chayes, J.T., Cohn, H. and Zhao, Y., An Lp theory of sparse graph
convergence II: LD convergence, quotients, and right convergence, Ann. Probab.
46 (2018), 337–396.

[6] Borgs, C., Chayes, J. Lovasz, L., Sos, V. and Vesztergombi, K., Convergent se-
quences of dense graphs I: Subgraph frequencies, metric properties and testing,
Adv. Math. 219 (2008) no. 6, 1801–1851.

[7] Borgs, C., Chayes, J. Lovasz, L., Sos, V. and Vesztergombi, K., Limits of randomly
grown graph sequences, European J. Combin. 32 (2011), no. 7, 985–999.

[8] Borgs, C., Chayes, J. Lovasz, L., Sos, V. and Vesztergombi, K., Convergent se-
quences of dense graphs II: multiway cuts and statistical physics, Anna. Math. 176
(2012) no. 1, 151–219. 2.

[9] Borgs, C., Chayes, J.T., Cohn, H. and Holden, N., Sparse exchangable graphs and
their limits via graphon processes, J. Mach. Learn. Res. 18(210) (2018), 1–71.

[10] Bollobas, B. and Riordan, O., Mertics for sparse graphs, Surveys in combinatorics,
Lecture Note Ser. 365 (2009), 211–287.

[11] Gao, S. and Caines, P.E., The control of arbitrary size networks of linear systems
via graphon limits: An initial investigation, in Proceed. 56th IEEE Conference on
Decision and Control (CDC 2017), 1052 – 1057, 2017.

[12] Gao, S. and Caines, P.E., Optimal and approximate solutions to linear quadratic
regulation of a class of graphon dynamical systems, in Proceed. 58th IEEE Confer-
ence on Decision and Control (CDC 2019), 8359 – 8365, 2019.

[13] Grzegorczyk, A., On the definitions of computable real functions, Fund. Math. 44
(1957), 61–71.

[14] Guo, L., Algebraic Birkhoff decomposition and its application, Automorphic forms
and langlands program, Int. Press, 283–323, 2008.

[15] Janson, S., Graphons, cut norm and distance, couplings and rearrangements,
NYJM Monographs, Vol. 4, 2013.

[16] Lando, S.K., On a Hopf algebra in graph theory, J. Combin. Th. 80 (2000), 104–
121.

[17] Levin, L.A., Computational complexity of functions, Theoret. Comput. Sci. 157
(1996), no. 2, 267–271.



Halting problem in Feynman graphon processes and renormalization Hopf algebra 157

[18] Lovasz, L., Large networks and graph limits, AMS Colloquium Publications, 60
(2012).

[19] Manin, Y.I., Infinities in quantum field theory and in classical computing: renor-
malization program, Programs, proofs, processes in Lecture Notes in Comput. Sci.
6158, 307–316, 2010.

[20] Manin, Y.I., Renormalization and computation I: motivation and background, OP-
ERADS 2009. Semin. Congr., 26, 181–222, 2013.

[21] Manin, Y.I., Renormalization and computation II: time cutoff and the halting prob-
lem, Math. Struct. Comput. Sci. 22 (2012) no. 5, 729–751.

[22] Rybalov, A., On the strongly generic undecidability of the Halting problem, Theo-
ret. Comput. Sci. 377 (2007), no. 1–3, 268–270.

[23] Shojaei-Fard, A., A new perspective on intermediate algorithms via the Riemann–
Hilbert correspondence, Quantum Stud. Math. Found. 4 (2017), no. 2, 127–148.

[24] Shojaei-Fard, A., A measure theoretic perspective on the space of Feynman dia-
grams, Bol. Soc. Mat. Mex. (3) 24 (2018), no. 2, 507–533.

[25] Shojaei-Fard, A., Graphons and renormalization of large Feynman diagrams, Opus-
cula Math. 38 (2018), no. 3, 427–455.

[26] Shojaei-Fard, A., Non-perturbative β-functions via Feynman graphons, Modern
Phys. Lett. A. 34 (2019), no. 14, 1950109, (10 pages)

[27] Shojaei-Fard, A., The analytic evolution of Dyson–Schwinger equations via homo-
morphism densities, Math Phys Anal Geom, Vol. 24 (2021), no. 2, Article number
18 (28 pages).

[28] Shojaei-Fard, A., The dynamics of non-perturbative phases via Banach bundles,
Nuclear Physics B 969 (2021) 115478, 39 pages.

[29] Shraibman, A., Nondeterministic communication complexity with help and graph
functions, Theoret. Comput. Sci. 782 (2019), 1–10.

[30] Sipser, M., Introduction to the theory of computation, Second Edition, PWS Pub-
lishing, 2006.

[31] Turing, A.M., On computable numbers, with an application to the Entschei-
dungsproblem, Proceed. London Math. Soc. Second Series 42 (1936), 230–265.

[32] Weihrauch, K., Computable analysis, an introduction, Springer, 2000.



158 Ali Shojaei-Fard


	Introduction
	Graphons
	Turing machines and Halting problem
	Feynman graphons and Dyson–Schwinger equations

	From Lebesgue to Lp Feynman graphons
	A theory of computation for Feynman graphon processes
	Computability
	Hopf algebra of Feynman graphons and Halting problem
	Halting problem of labeled Feynman graphon processes

	Conclusion

