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SOME RESULTS FOR A NEW THREE STEPS ITERATION
SCHEME IN BANACH SPACES
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Abstract

In this paper, we introduce a three step iteration scheme and establish that
this iterative method can be used to approximate fixed point of weak contrac-
tion mappings in the frame work of Banach spaces. We also establish that
our newly proposed iterative scheme is faster than some existing iterative
processes in literature and stability of this iterative scheme is established.
Furthermore, we prove that this iterative method is equivalent to M iterative
scheme introduced by Ullah et al. in [19], the iterative scheme introduced
by Karakaya et al. in [11] and the Mann iterative iteration process. Finally,
we established that the rate of convergence of our newly proposed iterative
scheme is the same as that of M iteration scheme introduced by Ullah et al.
in [19], the iterative scheme introduced by Karakaya et al. in [11] and we
present an analytic proof and also a numerical example to support our claim.
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1 Introduction

Let (X, ‖ · ‖) denote a real Banach space and C be a nonempty closed and convex
subset of X. A fixed point problem for a mapping T : C → C is; find x ∈ C such
that

Tx = x. (1)

The set of all fixed points of T is denoted by F (T ). The theory of fixed point has
overtime become an invaluable area of study as many problems in mathematics,
engineering, physics, economics, game theory, etc can be transformed into a fixed
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point problem. In general to solve fixed point problems analytically is almost
impossible and thus the need to consider iterative solution for fixed point problems
arises. Over the years researchers have developed several iterative schemes for
solving fixed point problems for different operators but the research is still on going
in order to develop a faster and more efficient iterative algorithms. Fixed point
iteration is valuable for application if it satisfies the following needed requirements:

1. it should converge to a fixed point of an operator;

2. it should be T -stable;

3. it should be fast compare to other existing iteration in literature;

4. it should show data dependence result.

The Picard iterative process

xn+1 = Txn, ∀n ∈ N, (2)

is one of the earliest iterative process used to approximate a solution of (1), where
T is a contraction mapping. If T is nonexpansive, the Picard iterative process
fails to approximate a solution of (1) even when the existence of the fixed point
is guaranteed. To overcome this limitation, researchers in this area developed
different iterative processes to approximate fixed points of nonexpansive mappings
and other mappings more general than nonexpansive mappings. Some notable
iteration schemes that have been developed in this direction over time includes;
Mann iteration [10], Ishikawa iteration [6], Krasnosel’skii iteration [13] and the
iteration scheme of Noor iteration [14].

In 2007, Agrawal et al., [3] introduced the following iteration process: For any
chosen x0 ∈ C construct a sequence {xn} by{

yn = (1− βn)xn + βnTxn,

xn+1 = (1− αn)Txn + αnTyn, n ≥ 1,
(3)

where {αn} and {βn} are sequences in (0, 1). They were able to established that
the rate of convergence of their iterative process is better than that of the Mann
iteration for contractive mappings and that the rate of convergence of the process
is the same as Picard iteration.

In 2014, Gursoy and Karakay in [8] introduce new iteration process called Picard-
S iteration process, as follows; Let C be a convex subset of a normed space X and
T : C → C be any nonlinear mapping. For each x0 ∈ C, the sequence {xn} in C
is defined by 

zn = (1− αn)xn + αnTxn,

yn = (1− βn)Txn + βnTzn

xn+1 = Tyn, n ≥ 1,

(4)
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where {αn} and {βn} are sequences in (0, 1). They proved that the Picard-S itera-
tion process can be used to approximate the fixed point of contraction mappings.
They gave a numerical example to justify the fact that the Picard-S iteration
converges faster than the iterations of Picard, Mann, Noor, Abbas et al.,[2] and
a host of others in the literature.
Recently, Thakur et al., [18] introduced the following iterative scheme in the frame
work of Banach space. For each x0 ∈ C, the sequence {xn} in C is defined by

zn = (1− βn)xn + βnTxn,

yn = T ((1− αn)xn + αnzn),

xn+1 = Tyn, n ≥ 1,

(5)

where {αn} and {βn} are sequences in (0, 1). They established that their iterative
scheme is faster than Picard, Mann, Ishikawa, Agrawal [3], Noor and Abbas et
al.,[2] iteration process. They gave a numerical example to justify their claim.
In 2017, Karakaya et al. [11] in introduce new iteration process, as follows; Let
C be a convex subset of a normed space X and T : C → C be any nonlinear
mapping. For each x0 ∈ C, the sequence {cn} in C is defined by

an = Tcn,

bn = (1− αn)an + αnTan

cn+1 = Tbn, n ≥ 1,

(6)

where {αn} is a sequence in (0, 1). They proved that their iterative process con-
verges faster than the iterative process (4) and a host of iterative schemes in
literature.
In 2018, Ullah et al., in [19] introduce new iteration process called M iteration
process, as follows; Let C be a convex subset of a normed space X and T : C → C
be a nonlinear mapping. For each u0 ∈ C, the sequence {un} in C is defined by

wn = (1− αn)un + αnTun,

vn = Twn

un+1 = Tvn, n ≥ 1,

(7)

where {αn} is a sequence in (0, 1). They proved that their iterative process con-
verges faster than the iterative process (5) and a host of iterative schemes in
literature.
Motivated by the above facts, we introduce a new modified iteration process in
the frame work of Banach space. Let C be a convex subset of a normed space X
and T : C → C be a nonlinear mapping. For each x0 ∈ C, the sequence {xn} in
C is defined by 

zn = Txn,

yn = Tzn

xn+1 = (1− αn)yn + αnTyn, n ≥ 1,

(8)

where {αn} is a sequence in (0, 1).



4 H. A. Abass, A. A. Mebawondu and O. T. Mewomo

Definition 1. Let C be a nonempty subset of a real Banach space X and T be a
self mapping on C. Then T is said to be

1. an α-contraction mapping, if for each x, y ∈ C and α ∈ (0, 1),
‖Tx− Ty‖ ≤ α‖x− y‖.

2. Kannan mapping, if there exists b ∈ (0, 1
2) for each x, y ∈ C,

‖Tx− Ty‖ ≤ b[‖x− Tx‖ − ‖y − Ty‖].

3. Chatterjea mapping, if there exists c ∈ (0, 1
2) for each x, y ∈ C,

‖Tx− Ty‖ ≤ c[‖x− Ty‖ − ‖y − Tx‖].

Combining the above definitions Zamfirescu in [21], introduce another map called
Zamfirescu mapping and proved the following result.

Theorem 1. Let X be a complete metric space and T : X → X be a Zamfirescu
mapping, that is there exist the real numbers a, b and c satisfying 0 ≤ a < 1 and
b, c ∈ (0, 1

2) such that for all x, y ∈ X at least one of the following conditions
holds:

1. ‖Tx− Ty‖ ≤ a‖x− y‖;

2. ‖Tx− Ty‖ ≤ b[‖x− Tx‖+ ‖y − Ty‖];

3. ‖Tx− Ty‖ ≤ c[‖x− Ty‖+ ‖y − Tx‖].

Then T has a unique fixed point say x∗ and the Picard iterative process converges
to x∗.

In [4], Berinde introduce a new class of mapping.

Definition 2. Let X be a Banach space and C be a nonempty subset of X. A
mapping T : C → C is said to be a Berinde mapping, if there exist δ ∈ [0, 1), L ≥ 0
and for each x, y ∈ C such that

||Tx− Ty|| ≤ δ||x− y||+ L‖x− Tx‖. (9)

He was able to establish that the class of mapping satisfying (9) is wider than the
class of mapping introduced and studied by Zamfirescu.
The purpose of this paper is to introduce a three step iteration scheme and es-
tablish that our newly proposed scheme is faster than some existing iterative
processes in literature, stability and data dependency of this iterative scheme is
established. Furthermore, we prove that this iterative method is equivalent to M
iterative scheme introduced by Ullah et al. in [19], the iterative scheme introduced
by Karakaya et al. in [11] and the Mann iterative iteration process. Finally, we
established that the rate of convergence of our newly proposed iterative scheme
is the same as that of M iteration scheme introduced by Ullah et al. in [19], the
iterative scheme introduced by Karakaya et al. in [11] and the Mann iteration.
Finally, we present an analytic proof and also a numerical example to support our
claim.
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2 Preliminaries

Let X be a Banach space and SX = {x ∈ X : ‖x‖ ≤ 1} be a unit ball in X.
For all α ∈ (0, 1) and x, y ∈ SX such that x 6= y, if ‖(1 − α)x + αy‖ < 1,
then we say X is strictly convex. If X is a strictly convex Banach space and
‖x‖ = ‖y‖ = ‖(1− λ)y + λx‖ ∀x, y ∈ X and λ ∈ (0, 1), then x = y.

Definition 3. A Banach space X is said to be smooth if

lim
t→0

‖x+ ty‖ − ‖x‖
t

(10)

exists for all x, y ∈ SX .

Berinde [4] proposed a method to compare the fastness of two sequences.

Lemma 1. [4] Let {an} and {bn} be two sequences of real numbers converging to

a and b respectively. If limn→∞
|an−a|
|bn−b| = 0, then an converges faster than {bn}.

Definition 4. [9] Let {xn} be any arbitrary sequence in C. Then, an iteration
procedure xn+1 = f(T, xn), converging to fixed point p, is said to be T -stable
or stable with respect to T, if for εn = ‖xn+1 − f(T, xn)‖, ∀n ∈ N, we have
limn→∞ εn = 0 if and only if limn→∞ xn = p.

Lemma 2. [20] Let {Ψn} and {Φn} be nonnegative real sequence satisfying the
following inequality:

Ψn+1 ≤ (1− φn)Ψn + Φn,

where φn ∈ (0, 1) for all n ∈ N,
∑∞

n=0 φn = ∞ and limn→∞
Φn
φn

= 0, then
limn→∞Ψn = 0.

3 Main Result

In this section, we show that the iteration (8) converges faster than a host of
other iterations in literature and we established that the rate of convergence of
our newly proposed iterative scheme is the same as that of M iterative scheme
introduced by Ullah et al. in [19] and the iterative scheme introduced by Karakaya
et al. in [11].

Theorem 2. Let C be a nonempty closed and convex subset of a normed space X.
Let T be a mapping satisfying (9) with F (T ) 6= ∅. Let {xn} be the iterative process
defined in (8) with sequence {αn} ⊂ (0, 1) satisfying

∑∞
n=0= αn =∞. Then, {xn}

converges strongly to a unique fixed point of T.

Proof. Let x∗ ∈ F (T ) and from (8), we have

‖zn − x∗‖ = ‖Txn − x∗‖ = ‖Tx∗ − Txn‖
≤ δ‖x− xn‖+ L‖x∗ − Tx∗‖ (11)

= δ‖xn − x∗‖.
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Using (8) and (11), we have

‖yn − x∗‖ = ‖Tzn − x∗‖
≤ δ‖zn − x∗‖ (12)

≤ δ2‖xn − x∗‖.

Finally, using (8) and (12), we have

‖xn+1 − x∗‖ = ‖(1− αn)yn + αnTyn − x∗‖
≤ (1− αn)‖yn − x∗‖+ αn‖Tyn − Tx∗‖
≤ (1− αn)‖yn − x∗‖+ αnδ‖yn − x∗‖ (13)

≤ δ2(1− (1− δ)αn)‖xn − x∗‖.

From (13), we have the following inequalities:

‖xn+1 − x∗‖ ≤ δ2(1− (1− δ)αn)‖xn − x∗‖
‖xn − x∗‖ ≤ δ2(1− (1− δ)αn−1)‖xn−1 − x∗‖

... (14)

‖x1 − x∗‖ ≤ δ2(1− (1− δ)α0)‖x0 − x∗‖.

From (14), we have that

‖xn+1 − x∗‖ ≤ ‖x0 − x∗‖δ2(n+1)
n∏

m=0

(1− (1− δ)αm). (15)

Since {αm} ⊂ (0, 1) and δ ∈ (0, 1) for all m ∈ N, we have 1− (1− δ)αm ∈ (0, 1).
We recall the inequality 1− x ≤ e−x for all x ∈ [0, 1], thus from (15), we have

‖xn+1 − x∗‖ ≤
‖x0 − x∗‖δ2(n+1)

e(1−δ)
∑n

m=0 αm
.

Taking the limit of both sides of the above inequalities, we have limn→∞ ‖xn −
x∗‖ = 0. Hence, {xn} converges strongly to the fixed point of T.

Remark 1. Supposing all the conditions in Theorem 2 holds, using similar ap-
proach as in Theorem 2, it is easy to show that the iterative processes (7), (6),
(5) and (4) converges to a unique fixed point.

Theorem 3. Let C be a nonempty closed and convex subset of a normed space
X and T : C → C be a mapping satisfying (9) with F (T ) 6= ∅. Let {xn}, {un}
and {cn} be defined by the iteration process (8), (7) and (6) respectively with
αn ∈ (a, 1), where a ∈ (0, 1) and

∑∞
n=0 αn =∞. Then the following are equivalent:

1. the iteration process (8) converges to the fixed point x∗ of T ;

2. the iteration process (7) converges to the fixed point x∗ of T ;
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3. the iteration process (6) converges to the fixed point x∗ of T.

Proof. We start by showing that (1) ⇒ (2). Suppose that the iteration (8) con-
verges to the fixed point x∗, of T that is limn→∞ ‖xn − x∗‖ = 0. Using (8), (7)
and the fact that x∗ = Tx∗, we have

‖xn+1 − un+1‖ = ‖(1− αn)yn + αnTyn − Tvn‖
≤ αn‖Tyn − Tvn‖+ (1− αn)‖yn − Tvn‖
≤ αnδ‖yn − vn‖+ αnL‖yn − Tyn‖
+ (1− αn)‖yn − Tyn‖+ (1− αn)‖Tyn − Tvn‖ (16)

≤ αnδ‖yn − vn‖+ (αnL+ 1− αn)‖yn − Tyn‖
+ (1− αn)δ‖yn − vn‖+ (1− αn)L‖yn − Tyn‖

= δ‖yn − vn‖+ (1− αn + L)‖yn − Tyn‖.

Now, observe that

‖yn − vn‖ ≤ δ‖zn − wn‖+ L‖zn − Tzn‖ (17)

and

‖zn − wn‖ ≤ (1− αn)‖un − Txn‖+ αn‖Txn − Tun‖
≤ (1− αn)‖un − xn‖+ (1− αn)‖xn − Txn‖+ αδ‖xn − un‖
+ αnL‖xn − Txn‖

= (1− (1− δ)αn)‖xn − un‖+ (1− αn + αnL)‖xn − Txn‖
≤ (1− (1− δ)αn)‖xn − un‖+ (1− αn + αnL)[‖xn − x∗‖
+ ‖Tx∗ − Txn‖]
≤ (1− (1− δ)αn)‖xn − un‖+ (1− αn + αnL)(1 + δ)‖xn − x∗‖.

Also, we have that

‖zn − Tzn‖ ≤ ‖zn − x∗‖+ ‖Tx∗ − Tzn‖
≤ (1 + δ)‖zn − x∗‖
≤ (1 + δ)δ‖xn − x∗‖

and

‖yn − Tyn‖ ≤ (1 + δ)‖yn − x∗‖
≤ (1 + δ)δ2‖xn − x∗‖.

Therefore, (17) becomes

‖yn − vn‖ ≤ δ(1− (1− αn)δ)‖xn − un‖+ δ(1 + δ)(1− αn + αL)‖xn − x∗‖
+ Lδ‖xn − x∗‖
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and so (16) becomes

‖xn+1 − un+1‖ ≤ δ2(1− (1− δ)αn)‖xn − un‖
+ δ2(1 + δ)(2 + 2L− 2αn + αnL)‖xn − x∗‖
≤ (1− (1− δ)αn)‖xn − un‖+
δ2(1 + δ)(2 + 2L− 2αn + αnL)‖xn − x∗‖.

We denote by

Ψn = ‖xn − un‖
φn = (1− δ)αn ∈ (0, 1)

Φn = δ2(1 + δ)(2 + 2L− 2αn + αnL)‖xn − x∗‖.

Since limn→∞ ‖xn − x∗‖ = 0 and limn→∞
Φn
φn

= 0. Clearly, all the assumption in
Lemma 2 are satisfied, we then have that ‖xn − un‖ → 0 as n → ∞. Therefore,
we have

‖un − x∗‖ ≤ ‖xn − un‖+ ‖xn − x∗‖ → 0 as n→∞.

Hence limn→∞ ‖un−x∗‖ = 0. That is the iteration (7) converges to the fixed point
x∗ of T.
Secondly, we show that (2)⇒ (3). Suppose that the iteration (7) converges to x∗

of T that is limn→∞ ‖un− x∗‖ = 0. Using (7), (6) and the fact that x∗ = Tx∗, we
have

‖un+1 − cn+1‖ = ‖Tvn − Tbn‖
≤ δ‖vn − bn‖+ L‖vn − Tvn‖. (18)

Now, observe that

‖vn − bn‖ ≤ (1− αn)‖an − Twn‖+ αn‖Tan − Twn‖
≤ (1− αn)[‖Twn − wn‖+ ‖wn − an‖] + αnδ‖wn − an‖
+ αnL‖wn − Twn‖ (19)

= (1− αn + αnL)‖Twn − wn‖+ (1− (1− δ)αn)‖wn − an‖.

Also,

‖wn − an‖ ≤ (1− αn)‖un − Tcn‖+ αn‖Tun − Tcn‖
≤ (1− αn)[‖un − Tun‖+ ‖Tun − Tcn‖] + αn‖Tun − Tcn‖
= (1− αn)‖un − Tun‖+ ‖Tun − Tcn‖
≤ (1− αn)‖un − Tun‖+ δ‖un − cn‖+ L‖un − Tun‖
= (1− αn + L)‖Tun − un‖+ δ‖un − cn‖
≤ (1− αn + L)[‖Tun − Tx∗‖+ ‖x∗ − un‖] + δ‖un − cn‖
≤ (1− α+ L)(1 + δ)‖un − x∗‖+ +δ‖un − cn‖
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and

‖Twn − wn‖ ≤ ‖Twn − Tx∗‖+ ‖x∗ − wn‖
= ‖Tx∗ − Twn‖+ ‖x∗ − wn‖
≤ (1 + δ)‖wn − x∗‖
≤ (1 + δ)(1− (1− δ)αn)‖un − x∗‖.

Furthermore, we have that

‖vn − Tvn‖ ≤ ‖vn − x∗‖+ ‖Tx∗ − Tvn‖
≤ (1 + δ)‖vn − x∗‖
≤ (1 + δ)δ(1− (1− δ)αn)‖un − x∗‖.

Therefore, we have that (19) becomes

‖vn − bn‖ ≤ δ(1− (1− δ)αn)‖un − cn‖+ [(1− αn + αnL)(1 + δ)(1− (1− δ)αn)

+ (1− (1− δ)αn)[(1− αn + l)(1 + δ)]‖un − x∗‖.

Finally, we have that

‖un+1 − cn+1‖ ≤ δ2(1− (1− δ)αn)‖un − cn‖
+ δ[(1− αn + αnL)(1 + δ)(1− (1− δ)αn)

+ (1− (1− δ)αn)(1− αn + L)(1 + δ)

+ L(1 + δ)(1− (1− δ)αn)]‖un − x∗‖
≤ (1− (1− δ)αn)‖un − cn‖
+ δ[(1− αn + αnL)(1 + δ)(1− (1− δ)αn)

+ (1− (1− δ)αn)(1− αn + L)(1 + δ)

+ L(1 + δ)(1− (1− δ)αn)]‖un − x∗‖.

We denote by

Ψn = ‖un − cn‖
φn = (1− δ)αn ∈ (0, 1)

Φn = δ[(1− αn + αnL)(1 + δ)(1− (1− δ)αn)

+ (1− (1− δ)αn)(1− αn + L)(1 + δ) + L(1 + δ)δ(1− (1− δ)αn)]‖un − x∗‖.

Since limn→∞ ‖un − x∗‖ = 0 and limn→∞
Φn
φn

= 0. Clearly, all the assumption in
Lemma 2 are satisfied, we then have that ‖un − cn‖ → 0 as n → ∞. Therefore,
we have

‖cn − x∗‖ ≤ ‖cn − un‖+ ‖un − x∗‖ → 0 as n→∞.

Hence limn→∞ ‖cn−x∗‖ = 0. That is the iteration (6) converges to the fixed point
x∗ of T.
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Lastly, we show that (3)⇒ (1). Suppose that the iteration (6) converges to x∗ of
T that is limn→∞ ‖cn − x∗‖ = 0. Using (8), (6) and the fact that x∗ = Tx∗, we
have

‖xn+1 − cn+1‖ ≤ (1− αn)‖yn − Tbn‖+ αn‖Tyn − Tbn‖
≤ (1− αn)‖yn − bn‖+ (1− αn)‖bn − Tbn‖+ αnδ‖yn − bn‖
+ Lαn‖bn − Tbn‖ (20)

= (1− (1− δ)αn)‖yn − bn‖+ (1− αn + αnL)‖bn − Tbn‖.

Now, observe that

‖bn − yn‖ ≤ (1− αn)‖an − Tzn‖+ αn‖Tan − Tzn‖
≤ (1− αn)‖an − Tan‖+ (1− an)‖Tan − Tzn‖+ αn‖Tan − Tzn‖
= (1− αn)‖an − Tan‖+ ‖Tan − Tzn‖ (21)

≤ (1− αn + L)‖an − Tan‖+ δ‖an − zn‖.

Also, we have

‖an − zn‖ = ‖Tcn − Txn‖
≤ δ‖cn − xn‖+ L‖cn − Tcn‖
≤ δ‖cn − xn‖+ L‖cn − x∗‖+ Lδ‖x∗ − cn‖
= δ‖cn − xn‖+ (1 + δ)L‖cn − x∗‖.

More so, we have

‖an − Tan‖ ≤ ‖an − x∗‖+ ‖Tx∗ − Tan‖
≤ (1 + δ)‖an − x∗‖
≤ δ(1 + δ)‖cn − x∗‖.

Finally, we have

‖bn − Tbn‖ ≤ (1 + δ)‖bn − x∗‖
≤ δ(1 + δ)(1− (1− δ)αn)‖cn − x∗‖.

Therefore, we have that (21) becomes

‖bn − yn‖ ≤ (1− αn + L)δ(1 + δ)‖cn − x∗‖+ δ2‖cn − xn‖+ δ(1 + δ)L‖cn − x∗‖

and (20) becomes

‖xn+1 − cn+1‖ ≤ δ2(1− (1− δ)αn)‖cn − xn‖
+ (1− (1− δ)αn)δ(1 + δ)(2− αn + L)‖cn − x∗‖
+ (1− αn + αnL)(1 + δ)2δ(1− (1− δ)αn)‖cn − x∗‖
≤ (1− (1− δ)αn)‖cn − xn‖+ [(1− (1− δ)αn)δ(1 + δ)(2− αn + L)

+ (1− αn + αnL)(1 + δ)2δ(1− (1− δ)αn)]‖cn − x∗‖
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Since limn→∞ ‖cn− x∗‖ = 0 and using similar approach as above. Clearly, all the
assumption in Lemma 2 are satisfied, we then have that ‖cn−xn‖ → 0 as n→∞.
Therefore, we have

‖xn − x∗‖ ≤ ‖cn − xn‖+ ‖cn − x∗‖ → 0 as n→∞.

Hence limn→∞ ‖xn−x∗‖ = 0. That is the iteration (8) converges to the fixed point
x∗ of T.

We recall the Mann iteration [10]: For any chosen u0 ∈ C construct a sequence
{un} by

un+1 = (1− αn)un + αnTun, n ≥ 1, (22)

where {αn} is a sequences in (0, 1).

Theorem 4. Let C be a nonempty closed and convex subset of a normed space X
and T : C → C be a mapping satisfying (9) with F (T ) 6= ∅. Let {xn} be defined
by the iteration process (8) and {un} be defined by the iteration process (22) with
αn ∈ (a, 1), where a ∈ (0, 1) and

∑∞
n=0 αn =∞. Then the following are equivalent:

1. the iteration process (22) converges to the fixed point x∗ of T ;

2. the iteration process (8) converges to the fixed point x∗ of T.

Proof. Firstly, we show that (1)⇒ (2). Suppose that the iteration (22) converges
to x∗ of T that is limn→∞ ‖un − x∗‖ = 0. Using (8), (22) and the fact that
x∗ = Tx∗, we have

‖un+1 − xn+1‖ ≤ (1− αn)‖un − yn‖+ αn‖Tun − Tyn‖
≤ (1− (1− δ)αn)‖un − yn‖+ αnL‖un − Tun‖. (23)

Now, observe that

‖un − yn‖ = ‖un − Tzn‖
≤ ‖un − Tun‖+ ‖Tun − Tzn‖
≤ δ‖un − zn‖+ (1 + L)‖un − Tun‖,

‖un − zn‖ ≤ ‖un − Tun‖+ ‖Tun − Txn‖
≤ (1 + L)‖un − Tun‖+ δ‖un − xn‖
≤ (1 + L)(1 + δ)‖un − x∗‖+ δ‖un − xn‖

and

‖un − Tun‖ ≤ (1 + δ)‖un − x∗‖.
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We therefore have that

‖un − yn‖ ≤ δ(1 + L)(1 + δ)‖un − x∗‖+ δ2‖un − xn‖+ (1 + L)(1 + δ)‖un − x∗‖,

so that (23) becomes

‖un+1 − xn+1‖ ≤ (1− (1− δ)αn)δ(1 + L)(1 + δ)‖un − x∗‖
+ δ2(1− (1− δ)αn)‖un − xn‖
+ (1− (1− δ)αn)(1 + L)(1 + δ)‖un − x∗‖+ αnL(1 + δ)‖un − x∗‖
≤ (1− (1− δ)αn)‖un − xn‖
+ [(1− (1− δ)αn)δ(1 + L)(1 + δ) + (1− (1− δ)αn)(1 + L)(1 + δ)

+ αnL(1 + δ)]‖un − x∗‖.

Since limn→∞ ‖un − x∗‖ = 0 and limn→∞
Φn
φn

= 0. Clearly, all the assumption in
Lemma 2 are satisfied, we then have that ‖un − xn‖ → 0 as n → ∞. Therefore,
we have

‖xn − x∗‖ ≤ ‖xn − un‖+ ‖un − x∗‖ → 0 as n→∞.

Hence limn→∞ ‖xn−x∗‖ = 0. That is the iteration (8) converges to the fixed point
x∗ of T.
Lastly, we show that (2)⇒ (1). Suppose that the iteration (8) converges to x∗ of
T that is limn→∞ ‖xn − x∗‖ = 0. Using (8), (22) and the fact that x∗ = Tx∗, we
have

‖xn+1 − un+1‖ ≤ (1− αn)‖yn − un‖+ αn‖Tyn − Tun‖
≤ (1− (1− δ)αn)‖yn − un‖+ αnL‖yn − Tyn‖. (24)

Now, observe that

‖yn − un‖ ≤ ‖Tzn − zn‖+ ‖zn − un‖,

‖Tzn − zn‖ ≤ ‖Tzn − Tx∗‖+ ‖x∗ − zn‖
≤ (1 + δ)‖zn − x∗‖
≤ δ(1 + δ)‖xn − x∗‖

and

‖zn − un‖ ≤ ‖Txn − xn‖+ ‖xn − un‖
≤ ‖Txn − Tx∗‖+ ‖x∗ − xn‖+ ‖xn − un‖
≤ (1 + δ)‖xn − x∗‖+ ‖xn − un‖.

As such, we have

‖yn − un‖ ≤ [δ(1 + δ) + (1 + δ)]‖xn − x∗‖+ ‖xn − un‖.
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More so, we have

‖yn − Tyn‖ ≤ ‖yn − x∗‖+ ‖Tx∗ − Tyn‖
≤ (1 + δ)‖yn − x∗‖
≤ δ2(1 + δ)‖xn − x∗‖.

We therefore have that (24) becomes

‖xn+1 − un+1‖ ≤ (1− (1− δ)αn)‖xn − un‖
+ [(δ(1 + δ) + (1 + δ))(1− (1− δ)αn) + αnLδ

2(1 + δ)]‖xn − x∗‖.

Since limn→∞ ‖xn − x∗‖ = 0 and limn→∞
Φn
φn

= 0. Clearly, all the assumption in
Lemma 2 are satisfied, we then have that ‖xn − un‖ → 0 as n → ∞. Therefore,
we have

‖un − x∗‖ ≤ ‖un − xn‖+ ‖xn − x∗‖ → 0 as n→∞.

Hence limn→∞ ‖un − x∗‖ = 0. That is the iteration (22) converges to the fixed
point x∗ of T.

Corollary 1. Let C be a nonempty closed and convex subset of a normed space
X and T : C → C be a contraction mapping with k ∈ (0, 1), F (T ) 6= ∅ such that
αn ∈ (a, 1), where a ∈ (0, 1) and

∑∞
n=0 αn =∞. Then the following are equivalent:

1. the iteration process (8) converges to the fixed point x∗ of T ;

2. the iteration process (7) converges to the fixed point x∗ of T ;

3. the iteration process (6) converges to the fixed point x∗ of T ;

4. the iteration process (22) converges to the fixed point x∗ of T.

Remark 2. We claim that the iterative processes (8), (7) and (6) converges at
the same rate and converges faster than iterative processes (5) and (4), also, the
iterative process (5) and (4) converges at the same rate, provided that the fol-
lowing upper bounds conditions hold α ≤ αn < 1 and βα ≤ βnαn < 1 for some
α, β > 0 for all n ∈ N.

Proof of Claim: From Theorem 2, we have the iteration process (8) takes
the form

‖xn+1 − x∗‖ ≤ ‖x0 − x∗‖δ2(n+1)
n∏

m=0

(1− (1− δ)αm).

From our assumption that αn ≤ α < 1, we then have that

‖xn+1 − x∗‖ ≤ ‖x0 − x∗‖δ2(n+1)
n∏

m=0

(1− (1− δ)α)

= ‖x0 − x∗‖δ2(n+1)(1− (1− δ)α)n+1. (25)
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Using similar approach as above, it is easy to get that iterative process (5) takes
the form

‖pn+1 − x∗‖ ≤ ‖p0 − x∗‖δ2(n+1)
n∏

m=0

(1− (1− δ)αmβm)

= ‖p0 − x∗‖δ2(n+1)(1− (1− δ)αβ)n+1

and (4) takes the form say

‖qn+1 − x∗‖ ≤ ‖q0 − x∗‖δ2(n+1)
n∏

m=0

(1− (1− δ)αmβm)

= ‖q0 − x∗‖δ2(n+1)(1− (1− δ)αβ)n+1.

More so, it is easy to see that iterative process (7) and (6) takes the form

‖un+1 − x∗‖ ≤ ‖u0 − x∗‖δ2(n+1)
n∏

m=0

(1− (1− δ)αm)

= ‖u0 − x∗‖δ2(n+1)(1− (1− δ)α)n+1

and

‖cn+1 − x∗‖ ≤ ‖c0 − x∗‖δ2(n+1)
n∏

m=0

(1− (1− δ)αm)

= ‖c0 − x∗‖δ2(n+1)(1− (1− δ)α)n+1.

Suppose

an = ‖x0 − x∗‖δ2(n+1)(1− (1− δ)α)n+1,

bn = ‖p0 − x∗‖δ2(n+1)(1− (1− δ)αβ)n+1,

rn = ‖q0 − x∗‖δ2(n+1)(1− (1− δ)αβ)n+1,

we then have that

an
bn

=
δ2(n+1)(1− (1− δ)α)n+1‖x0 − x∗‖
δ2(n+1)(1− (1− δ)αβ)n+1‖p0 − x∗‖

→ 0 as n→∞,

an
rn

=
δ2(n+1)(1− (1− δ)α)n+1‖x0 − x∗‖
δ2(n+1)(1− (1− δ)αβ)n+1‖q0 − x∗‖

→ 0 as n→∞.

Consequently, for the iterative process (8), we have an upper bound for the degree
of convergence which is better than the found upper bounds of degree of convergence
by the iterative processes (5) and (4). It is also easy to see that the guaranteed
upper bound for the degree of convergence of processes (8), (7) and (6) converges
to 0 faster than the upper found upper bounds for the degree of convergence by the
iterative processes ( (5) and (4). In what follows, we support the analytical proof
with a numerical examples.
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Example Let X = R and C = [0, 50]. Let T : C → C be a mapping defined
by T (x) =

√
x2 − 9x+ 54. It is clear that the fixed point of T is 6. Choose

αn = βn = 3
4 , with an initial value of x1 = 30. The corresponding table shows

the values of the iterative processes.
Step Our Algorithm Ullah et al. Karakaya et al. Thakur et al. Gürsoy et al.

1 30 30 30 30 30
2 19.732829 19.724261 19.727530 20.393512 20.395231
3 11.106978 11.069355 11.082393 12.090075 12.096497
4 6.619690 6.568135 6.587878 7.037310 7.049479
5 6.021424 6.018470 6.019856 6.051060 6.052872
6 6.000591 6.000508 6.000547 6.001874 6.001944
7 6.000016 6.000014 6.000015 6.000068 6.000070
8 6.000000 6.000000 6.000000 6.000002 6.000003
9 6.000000 6.000000 6.000000 6.000000 6.000000

Comparison shows that the iterative processes (8), (7) and (6) converges faster
than the iterative processes (5) and (4). More so, the iterative processes (8), (7)
and (6) converges at the same rate, likewise iterative processes (5) and (4).

Example Let X = R and C = [0, 1]. Let T : C → C be a mapping defined by
T (x) = x

2 . It is clear that the fixed point of T is zero (0). Choose αn = βn = 1
2 ,

with an initial value of x1 = 0.9. The corresponding table shows the values of the
iterative processes.

Step Our Algorithm Ullah et al. Karakaya et al. Thakur et al. Gursoy et al.
1 0.9 0.9 0.9 0.9 0.9
2 1.687500e-01 1.687500e-01 1.687500e-01 1.968750e-01 1.968750e-01
3 3.164063e-02 3.164063e-02 3.164063e-02 4.306641e-02 4.306641e-02
4 5.932617e-03 5.932617e-03 5.932617e-03 9.420776e-03 9.420776e-03
5 1.112366e-03 1.112366e-03 1.112366e-03 2.060795e-03 2.060795e-03
6 2.085686e-04 2.085686e-04 2.085686e-04 4.507989e-04 4.507989e-04
7 3.910661e-05 3.910661e-05 3.910661e-05 9.861225e-05 9.861225e-05
8 7.332489e-06 7.332489e-06 7.332489e-06 2.157143e-05 2.157143e-05
9 1.374842e-06 1.374842e-06 1.374842e-06 4.718750e-06 4.718750e-06
10 2.577828e-07 2.577828e-07 2.577828e-07 1.032227e-06 1.032227e-06
11 4.833428e-08 4.833428e-08 4.833428e-08 2.257996e-07 2.257996e-07
12 9.062677e-09 9.062677e-09 9.062677e-09 4.939366e-08 4.939366e-08
13 1.699252e-09 1.699252e-09 1.699252e-09 1.080486e-08 1.080486e-08
14 3.186097e-10 3.186097e-10 3.186097e-10 2.363564e-09 2.363564e-09
15 5.973933e-11 5.973933e-11 5.973933e-11 5.170296e-10 5.170296e-10

Comparison shows that the iterative processes (8), (7) and (6) converges faster
than the iterative processes (5) and (4). More so, the iterative processes (8), (7)
and (6) converges at the same rate, likewise iterative processes (5) and (4).

Theorem 5. Let C be a nonempty closed and convex subset of a normed space
X. Let T be a mapping satisfying (9) with F (T ) 6= ∅. Let {xn} be defined by (8)
with sequence {αn} in (a, 1), where a ∈ (0, 1) satisfying

∑∞
n=0 αn =∞. Then the

iteration (8) is T -stable.

Proof. let {xn} ⊂ X be any arbitrary sequence in C and suppose that the sequence
generated by (8) is xn+1 = f(T, xn) converging to a unique fixed point x∗ and
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that εn = ‖xn+1 − f(T, xn)‖. To establish that T is stable, we need to prove that
limn→∞ εn = 0 if and only if limn→∞ xn = x∗.
Suppose that limn→∞ εn = 0. Using triangular inequality and (13), we have that

‖xn+1 − x∗‖ ≤ ‖xn+1 − f(T, xn)‖+ ‖f(T, xn)− x∗‖
= εn + ‖(1− αn)T (Txn) + αnT (T (Txn))− x∗‖
≤ εn + δ2(1− (1− δ)αn)‖xn − x∗‖
≤ (1− (1− δ)αn)‖xn − x∗‖+ εn.

Let Ψn = ‖xn−x∗‖, φn = (1− δ)αn ∈ (0, 1) and Φn = εn. By our hypothesis that,
limn→∞ εn = 0, it follows that limn→∞

εn
(1−δ)αn

= limn→∞
Φn
φn

= 0. Using Lemma

(2), we have that limn→∞ xn = x∗.

Conversely, suppose that limn→∞ xn = x∗. We have that

εn = ‖xn+1 − f(T, xn)‖
≤ ‖xn+1 − x∗‖+ ‖x∗ − f(T, xn)‖
≤ ‖xn+1 − x∗‖+ δ2(1− (1− δ)αn)‖xn − x∗‖.

Using our hypothesis that limn→∞ xn = x∗, we then have that limn→∞ εn = 0.
Hence, iteration (8) is stable with respect to T.
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