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Abstract

Predicting chaotic time series is an applicable issue, so that many scientists have introduced different methods to predict their behavior. Artificial neural networks are a tool that forecasts system behavior. These tools should be trained and back propagation algorithms used as learner. But this training process may be falling into trap of local optimum. Heuristic methods are introduced to solve this challenge.
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1 Introduction

Time series are created from a set of data points that occurred over time. There are two types of time series, including continuous and discrete. In continuous time series, time is continuous and between any two points there are an infinite number of points. In discrete time series, observations occur at certain time points and often time intervals are equal [1, 2]. Chaotic time series have complex behavior, and their analysis is difficult and these commonly used for modeling natural behaviors [3, 4]. Chaotic time series used in different science, such as financial, economic, traffic and weather [4, 5, 6, 7]. Many traditional methods have been tested for time series prediction [8, 9]. Intelligent methods have been used in chaotic time series prediction and have had good results. Artificial neural networks (ANNs) are a class of intelligent methods that have been inspired from human brain. Multi–layer perceptron (MLP) is one
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of famous ANN that has been used in some researches [7], some of the other papers have used radial basis functions (RBFs) [10] and recurrent neural network (RNN) [11, 12]. Meta–heuristic algorithms, support vector machine (SVM) and fuzzy inference system (FIS) have been used as predictor [3, 13, 14, 15, 16, 17]. ANNs are power classifiers, but these methods have also special problems. One of the problems of ANNs is training process, gradient based methods have been proposed to solve it. Gradient based methods usually trap in local optimum so that training process becomes a big challenge [4, 18]. Meta–heuristic algorithms are used to train ANNs that means tuning of weights and biases of ANNs are introduced as an optimization problem [18, 19, 20, 21, 22, 23].

This paper is organized as follows: a review on artificial neural networks and especially on multi–layer perceptron is in section 2. Section 3 describes two heuristic methods, including particle swarm optimization and genetic algorithm. Section 4 reviews chaotic time series prediction. Section 5 explains how a neural network trained with heuristic methods. In section 6 dataset, tools and evaluation criteria are introduced and the results compared and finally conclusion is in section 7.

2 Artificial Neural Networks (ANNs)

An ANN includes simple components which have a local behavior, but a set of them have a global act, this global model is very practical. For example, these act as function approximation, classification and clustering, modeling and prediction [24, 25, 26, 27, 28] and etc.

2.1 Multi–Layer Perceptron

Multi–layer perceptron (MLP) is very popular because they capable to classify non–linearly separable problems and this feature increases their generalization. The architecture of MLP is feed–forward and learning algorithm is back–propagation. This architecture has three general units. First, input layer receives problem inputs where each input is called a neuron. Next module is known hidden layer that is a bridge between input and output layer. The last module is named output layer which gives outputs. Each neuron in first module should be connected to the next module (first hidden layer) and similarly to the end this process continues. Each connection has a weight and all layers have biases that learning process is the adjustment of weights and biases. MLP has some free parameters such as the number of hidden layers and the number of their neurons that should be resolved with trial and error. Methods based on Gradient descent (GD) are used to learning process, but they suffered from a big challenge. These methods fall in local optimum [27, 28, 29, 30, 31].

3 Meta–heuristic methods

There are two main approaches in optimization problems, deterministic algorithm and non–deterministic or stochastic algorithms. Mainly difference be-
between them is: in non–deterministic, there are not guarantee to find optimal solution, but they solve complex problem with accepting the amount of errors such that deterministic algorithms cannot solve them. A heuristic method is a non–deterministic algorithm and it finds an approximation of solution in an iterative process [32, 33, 34].

3.1 Particle Swarm Optimization (PSO)

Particle swarm optimization is a method based on swarm intelligence. This is an imitation of nature, such as birds flock or fish schooling that looking for food. In this technique, each of the particles are not intelligent alone, but particle collective is intelligent.

PSO is created by the particles. Each particle is a problem solution and they move to optimal solution based on velocity parameter. Each particle moves based on best own position and global best position between all particles. Initially a swarm of particles is broadcasted in space problem and all particle position is selected as best personal position (pbest) and global solution is determined based on the merit all particle (gbest) and in each iteration the position of particles is updated according pbest and gbest. In each iteration the new positions of the particles are evaluated by fitness function again, if the current position of each particle is better than pbest then pbest is changed to the current position and if the best pbest or current gbest is better than gbest then the gbest is adjusted to the current gbest as gbest too, this process continues until algorithm achieves to the stop criteria [4, 22, 33, 35]. Velocity and position of each particle is shown in equations 1, 2.

\[
v_i(t + 1) = w v_i(t) + c_1 r_1(t) [p_{best}(t) - x_i(t)] + c_2 r_2(t) [g_{best}(t) - x_i(t)] \tag{1}
\]

\[
x_i(t + 1) = x_i(t) + v_i(t + 1) \tag{2}
\]

In equation 1 \(v_i(t), x_i(t)\) is velocity and position of particle i in iteration t and \(c_1, c_2\) are two positive constant parameters, \(r_1, r_2\) are random number of uniform distribution between 0, 1 and w is inertia weight for better convergence of the algorithm.

3.2 Genetic Algorithm (GA)

Genetic algorithm (GA) is an evolutionary algorithm which is similar to the process of nature evolution. GA creates an initial population as the primal solution that are called chromosomes and chromosomes have been made of bits (genes). After evaluating solutions with objective function and these are sorted merit. In each iteration needs to generate a new population which done by three operations; selection, crossover and mutation. Two chromosomes (parents) generate at least two chromosomes (children), the selection process (selection of parents) is commonly a probability function that acts based on chromosomes merit. Then
GA simulates biological reproduction with combination two parents and children with crossover process. In each iteration a gene of children is changed that known as mutation [14, 19, 32, 33, 35].

4 Chaotic time series prediction

For modeling the behavior of a chaotic system should be determined system evolution over the time, state (phase) of chaotic system contains information of evolutionary of system [1]. When time be discreet in chaotic system and its evolution is defined by equation 3.

\[
X(n + 1) = F[X(n)]
\]

\(F[\cdot]\) is a non–linear function and \(X(n) \in \mathbb{R}^n\) is a state (phase) of the system at time \(n\). If the observable output of a system is defined in the term phase \(X(n)\) then a time series \(X(n), n = 1, 2, \cdots, N\) is created, that can be formulated following to equation 4.

\[
X(n + 1) = g[X(n)] + \xi(t)
\]

\(g[\cdot]\) is a non–linear function and \(\xi\) describes uncertainty and noise. Since that only information recourse is observable output \(X(n)\) so to improve accuracy of prediction, reconstructed phase space of a dynamic system is needed that done based on Takens and embedding theorem [28]. Based on Takens theorem, phase space of a chaotic system is reconstructed by equation 5.

\[
X_I(n) = [X(n), X(n - \tau), \cdots, X(n - (d - 1)\tau)]
\]

\(X(n)\) is a sample of time series in time \(n\) and \(\tau\) is embedding delay and \(d\) is embedding dimension, equation 5 expresses delay embedding theorem. Based on delay embedding, time delay values can be used to help predict the phase space [1]. Embedding theorem uses the relationship between current phase \(X_I(n)\) and the next value of time series \(X(n + 1)\) that determined by equation 6 for chaotic time series forecasting.

\[
X(n + 1) = g[X_I(n)]
\]

\(\tau\) and \(d\) are determined before and \(g[\cdot]\) is a nonlinear function and it’s capable to estimate the next value of time series \(X(n + 1)\) following equation 7.

\[
\bar{X}(n + 1) = \bar{g}[X_I(n)]
\]

\(\bar{X}(n + 1)\) is an approximation of \(X(n + 1)\) and \(\bar{g}[\cdot]\) is a simulator of \(g[\cdot]\), hence the error is calculated by difference between the value of \(X(n + 1)\) and \(\bar{X}(n + 1)\) [12, 27, 36].
5 Methodology

There are two main groups of learning algorithm: supervised and unsupervised. Supervised algorithms have input and output data and they try to train ANN based on this dataset, but unsupervised learning only has input data and they try to discover the knowledge of input [32].

Time series prediction is a supervised problem and this paper uses heuristic methods (GA and PSO) to train MLP. Since learning algorithm to be considered as an optimization problem so heuristic methods can solve it. The generic process of the training process as follows [18, 22, 23]:

- Constructing basic ANN with inputs and outputs.
- Creating an optimization problem based on weights and biases.
- Consign this problem with heuristic algorithm.
- Evaluating performance of ANN.

6 Tests and details

The experiments have been done with MATLAB software and Mackey–Glass (MG) time series has been considered as a chaotic time series that shown in 8.

\[
\frac{dx(t)}{dt} = \frac{0.2x(t-\tau)}{1 + x(t-\tau)^10} - 0.1x(t) \tag{8}
\]

\[x(0) = 1.2 \text{ and } \tau = 17\] and this diagram is shown in figure 1(a) and its phase diagram is shown in figure 1(b) that known as an attractor. This problem has been challenged in very researches [1, 3, 12, 27, 37, 38].

![MackeyGlass time series](image1)
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Figure 1: MackeyGlass
There are many criteria to compare the results, for example, mean square error (MSE), normalize mean square error (NMSE), root mean square error (RMSE), normalize root mean square error, mean absolute percentage error (MAPE), average mean square error, time elapsed and correlation between observed value and predicted value [3, 12, 27, 37, 39, 40, 41]. MSE and RMSE are used in this paper, see equations 9 and 10; moreover prediction diagram, error and error regression (correlation between output and target) is shown.

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (Y_i - T_i)^2
\]  
\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_i - T_i)^2}
\]  

This paper uses MLP as a tool for predicting chaotic time series, this ANN has two input and output layers and a hidden layer with 20 neurons and activation functions of hidden layer and output layer respectively are sigmoid and linear. GA and PSO are used to train MLP so the population size of PSO and GA have been determined 100 and in the PSO \( C_1 = C_2 = 2 \) and the end the maximum iterations in all of methods are 500. Figure 2(a) shows MG prediction with MLP that is trained by PSO, in this picture the output and target have been determined, and the output is fitted on the target in most points. Figure 2(b) shows the error that
occurs in the predict process, the value of MSE and RMSE are mentioned on top of the picture and the errordiagram variables between 0.05 and 0.05. Also in the figure 2(c) the correlation diagram between output and target is drawn and the value of correlation coefficient as R is mentioned. All figures and values of criteria evaluation show that the performance of this neural network is good.

Results of MLP trained with GA shown in figure 3. Comparing these results shows the MLP that trained with GA is weaker than trained with PSO. MSE, RMSE and R are lower than the results of figure 1 and also the value of error is between 0.1 and 0.2.

This paper uses three gradient descent algorithms; gradient descent (GD), gradient descent by momentum (GDM) and gradient descent with adaptive learning rate (GDA) [32]. The results of GD are shown in figure 4 and it has not good performance. For example, error is between 0.4 and 0.4 and also MSE and RMSE values are increased.

Other results are summarized in table 1 that in this table MSE, RMSE and correlation coefficient value (R) are specified. As table 1 shows the performance of MLP that trained with PSO is best output. In the class of gradient descent the GDA is better than other methods and even it is better than MLP that trained with GA. In table 1 methods have been arranged according goodness. Heuristic methods that train ANN need more CPU time that means these methods need
more time to reach for better prediction rather than gradient descent methods.

7 Conclusions

Accuracy predicting chaotic time series is very important. To achieve this goal, great efforts have been made that one of them is intelligent methods. In this paper combination intelligent methods were reviewed, artificial neural networks (ANNs) and meta-heuristic methods. Multi-layer perceptron (MLP) is used as a predictor and genetic algorithm (GA) and particle swarm optimization (PSO) acts as MLP learning algorithm. As the results show heuristic methods with MLP better than other gradient descent methods and forecast accuracy is improved. It should be noted, this needs more time to run. So that between more accuracy and better time spending must choose one. This choice depends on the type of problem, but in this paper the focus was on more accuracy.
Table 1: ANN’s performance trained with PSO, GA

<table>
<thead>
<tr>
<th></th>
<th>MSE</th>
<th>RMSE</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>0.00074</td>
<td>0.02722</td>
<td>0.9929</td>
</tr>
<tr>
<td>GDA</td>
<td>0.00752</td>
<td>0.08671</td>
<td>0.9329</td>
</tr>
<tr>
<td>GA</td>
<td>0.00965</td>
<td>0.09824</td>
<td>0.9051</td>
</tr>
<tr>
<td>GD</td>
<td>0.03187</td>
<td>0.17852</td>
<td>0.6882</td>
</tr>
<tr>
<td>GDM</td>
<td>0.03310</td>
<td>0.18192</td>
<td>0.6633</td>
</tr>
</tbody>
</table>
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