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Abstract: The actual usability of a Virtual Environment (VE) depends to a 
large extent on the multi-modal interaction interfaces. A multi-modal 

interaction system combines visual information with many interaction 

methods to provide flexible and powerful dialogue approaches, thus enabling 

users to choose single or multiple interactions. This paper is a review of 

existing multi-modal interaction interfaces and multi-modal interaction 

applications for 3D modeling. Also, several conclusions are drawn that form 

the fundaments for future research that will be undertaken by the authors 

within development of new multi-modal interaction systems for 3D modeling. 
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1. Introduction 
 

Virtual reality (VR) allows and at the 

same time demands new ways of user 

interaction with the virtual environment for 

visualizing and manipulating three-

dimensional objects [15].  

In computer based 3D modeling virtual 

models of real or fictional objects are 

created through computer aided design. 

The rendering of these models is usually 

done through real images in order to 

represent their properties. 

Many research activities focus on 3D 

modeling inside a VR system, thus 
increasing the immersion feeling. In the 

past years the number of applications that 

require a fully multimodal interaction with 

the virtual environment has steadily 

increased [25].  

Multimodal interfaces are expected to be 

easily learnt and used by the user, and also 

preferred in the majority of applications. A 

multimodal interaction system makes 

simultaneously use of several input and 

output information channels of the human 

body for interfacing with the computer [37]. 

Senses like sight, hearing, touch, balance are 

used in multimodal interfaces, and 

commands are given through voice or 

gestures which involve movement of 

different parts of body like fingers, hands, 

head, eyes or mouth. Multimodal interaction 

systems generally allows a greater flexibility 

in transmitting commands, i.e. several ways 

of performing an operation are possible 
through different interaction devices [3]. 

The great interest behind multimodal 

interaction systems study is highly 

supported by the goal of providing a more 

transparent, flexible, efficient, and at the same 

time natural human-computer interface. 
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First, this article analyzes the most 

important interaction devices used in 3D 

design and their corresponding interfacing 

manners. Furthermore, an overview study 

of current multimodal interfacing systems 

is presented. In conclusion, fundamental 

avenues for future research in development 

of innovative multi-modal interaction 

systems for 3D modeling are proposed. 

 

2. Multi-Modal Interfaces  
 

The current trend is to develop virtual 

reality applications by using 3D multimodal 

interfaces, which are natural for human 

users for most of the tasks, as they 

leverage the motor and sensory skills that 

we use every day. 
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Fig. 1. Multi-modal interfacing main 

interaction ways 

 

Figure 1 shows the main interaction ways of 

multimodal interfaces used for 3D modeling. 

 

2.1. Devices for Interaction with Virtual 

Environments 
 

Interaction devices with virtual 

environments transmit user commands and 

provide feedback information to the user. 

They allow users to communicate with the 

computer system and to implement various 

interaction techniques [19], [36], [38]. 

Depending on applications [33], [13] various 

interaction methods can be used, and 

information can be sent and received on 

multiple sensory channels [8]. Interaction 

devices with Virtual Environment can be 

divided into the following: 

 

2.1.1. Interaction devices for desktop 

workspace 
 

A multimodal interface based on Virtual 

Reality technologies [14] provides an 

alternative to the traditional interfaces that 

uses 2D display, keyboard and mouse [29]. 

Similar with the above presented devices 

applications with 3D Virtual Environments 

make use of the following devices: 3D 

mouse, joystick, and steering wheel:  

 

• Mouse and keyboard 
The Keyboard is a traditional desktop 2D 

interface which is used for transmission 

data to activate various commands of CAD 

systems [10]. The disadvantages of this 

device are: 

- The keyboard is designed for using 

simultaneously both hands; hence it is rarely 

used in combination with other devices, 

the user having to move the hand a lot. 

- It is very difficult to be used in 

immersive CAVE systems because the 

user is in standing position [7]. 

The Mouse is the common used device 

for 2D operations. In CAD applications [6], 

the mouse is used to activate commands, to 

create and/or to modify entities, and to 

navigate in virtual environments. Its 

suitability for virtual immersive applications 

is quite restricted, since it requires a planar 

or close to planar surface [23].  
 

• 3D Mouse 
The traditional two-dimensional mouse 

was replaced by the 3D-mouse [16], which 

allows a more natural movement. Because 

it encompasses six degrees of freedom 

(DOF) [1], it is specially designed for 
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interaction in virtual environments. Its 

main uses in computer aided design 

applications are manipulation of 3D 

models and navigation inside the virtual 

environment. The main drawback of the 

3D mouse comes into play when precise 

manipulation of virtual objects is needed. 

To perform high accuracy movements with 

a 3D mouse extensive practice is needed.  

 

• Force feedback and tactile feedback 

devices 
Haptic devices offer force feedback [31] 

[32] and tactile feedback thereby enabling 

the user to feel the movement and touch 

the interacting objects, respectively. This 

allows an even more realistic interaction 

with the virtual environments. The most 

popular devices on the market are the force 

feedback joystick [16], [21] and steering 

wheel [18]. Games are the main applications 

in which they are used and seldom can be 

found in 3D modeling applications; even 

they have an almost affordable price.  

 

 

Fig. 2. Force feedback and tactile feedback 

devices 

 

A haptic device used in 3D virtual 

applications is SensAble Phantom  

depicted in the left picture from Figure 2. 

It is composed from a mechanical robotic 

arm with joints and a pen-shaped end-
effector as manipulator. The arm follows 

the handler movement and it is capable of 

developing a comparable force with the 

one applied to the handler. The limited 

workspace and the impossibility of 

grasping virtual objects are the weaknesses 
of the Phantom devices [28]. These can be 

overcome by the use of Cybergraps [23], 

[24], a haptic device attached to the hand 

which provides independent force 

feedback for each finger. Thus, the user 

can feel the shape and size of virtual 

objects. For texture, temperature, or small 

oscillatory movements (vibrations) sensing, 

the CyberTouch tactile feedback device 

can be used. 

 

2.1.2. Gesture tracking devices 
 

To discover real object information such 

as users’ hands position and orientation a 

tracking system is needed. In immersive 

virtual space, user’s avatar hands will 

follow the real hand movement. The 

tracking system allows even a more 

intuitive interaction for control, 

visualization, selection and handling of 

virtual objects. However, they require 

calibration, involve high costs and may 

have cables that obstruct the user. 

According to the functionality principles of 

3D these tracking devices are commonly 

found in existing systems: 

 

• Mechanic tracking devices 
The tracking system [34] is formed of 

several rigid mechanic links connected by 

joints. The tracked object is placed at one 

end of the kinematic chain and its position 

and orientation can be computed with a 

high degree of accuracy at any time 

knowing the joints’ angles and their 

lengths. The workspace has a limited range 

and the mechanical structure imposes 

certain movement restrictions. Apart from 

these constraints, the complexity and the 

wear of the mechanical system have also to 

be counted as disadvantages.  
 

• Electromagnetic tracking devices 
This type of equipment is formed by a 

static magnetic emitter which generates a 

magnetic field and several magnetic 

receptors attached to the tracked object 

[17]. By triangulation the position and 
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orientation of the object can be determined. 

The small sensors can be easily attached to 

the hand or head and they provide a high 

precision, but a slow response time. In 

addition, the system is susceptible to 

electromagnetic interferences from other 

operating devices or metal objects in the 

workspace.  

 

• Optical tracking devices 
Another method to establish the location 

is by measuring the light waves reflected 

by sensors mounted on the tracked object. 

Such devices commonly use infrared emitters, 

cameras and reflectors making them 

insensitive to visible light perturbations. 

They provide high accuracy [39], and a 

large wireless workspace, expandable with 

addition of more cameras. On the other 

hand they still are very expensive.  

 

2.1.3. Gesture recognition equipments  
 

User’s hand gestures recognition is done 

mainly using gloves equipped with sensors. 

The sensors can measure the angular 

displacement of the phalanges, or 

alternatively the contact between fingers 

[34]. This interaction method allows using 

both hands for modeling process in a 

natural and easy way, but it requires prior 

learning of the supported gesture language. 

 

2.1.4. Voice commands recognition  
 

Voice commands can successfully 

replace other types of input control devices 

such as mouse or keyboard. The hardware 

required is very simple, consisting of only 

a microphone that can be placed virtually 
anywhere in the workspace, without 

having the user to carry it all the time. 

Voice command recognition can speed up 

the interaction process when used in 

combination with other interaction devices 

[2]. For example, if the user has its hands 
occupied he can simply say the command. 

On the negative side, the system needs 

prior training to obtain the users’ accent 

and pronunciation parameters. Also, is 

very sensible to background noise and not 

very accurate. 

 

3. Multimodal Interaction Systems 
 

During last few years multi-modal 

interaction technologies have gained 

momentum in industrial applications due 

to the advantages that virtual reality can 

offer. Current systems allow the user to 

modify and manipulate 3D CAD models in 

intuitive and close to reality ways.  

Multimodal interaction is more and more 

popular for VR applications. For instance, 

in [30] and [20] multimodal key elements 

are presented, such as semantic environment 

representation and semantic interaction 

description. These studies allow the user to 

interact more precisely with the scene (for 

instance, respecting the object geometry 

and equilibrium). Such interactions require 

fine grain knowledge of the whole scene, 

including interaction paradigms available 

for each object. 

Plenty of efforts are made to improve 

multi-modal system interaction. Virtual 

reality technologies offer an interaction 

alternative by providing an interaction 

metaphor [15] in the 3D immersive 

environment. An interaction task in a 

virtual environment that includes an 

information exchange between the user 
and the environment, essentially a dialog 

between the user and the environment, is 

called an interaction metaphor. When the 

user performs an action the system reacts 

by initiating the corresponding process. 

Current systems combine and assemble the 

interaction metaphors in order to create 

new metaphors which present the user in 

logic way the operations to be performed. 

These metaphors constitute additional 

embedded components of the interface 

which trigger the necessary processes during 
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the system use. The major problems in 

current 3D modeling systems are related 

with the use of interaction devices and the 

associated interaction metaphor [11]. It is 

therefore vital to develop new interaction 

metaphors that will help improve the creation 

and manipulation process of 3D models.  

One of the first multimodal interaction 

systems [6] built in 1976 uses a Head 

Mounted Display (HMD) and a sensors 

glove for real-time editing of bi-cubic 

surfaces. Because of limited video 

processing resources from that time the 

surface was only rendered as wireframe. It 

was a considerable breakthrough for the 

time when commands were only 

transmitted through keyboard.  

A different multimodal interaction system 

[4] conceived in 1992 uses also a HMD for 

virtual reality immersion. Modeling 

commands are transmitted using a two-

buttons spherical device with integrated 3 

DOF motion tracking sensors. The user 

can create and manipulate 3D primitives, 

but with a coarse accuracy.  

A 6 DOF interaction device which 

enables objects manipulation in the tri-

dimensional workspace is proposed in 

[22], but lacks precise dimensioning for 

created model. Another innovative method 

for 3D surface creation is suggested in 

[34]. A sensor glove and a 6 DOF motion 

tracking system allows easy polygonal 

surface creation by simply moving the 

hand in the workspace. Still, it exhibits the 
same problem as the previous method, the 

lack of precise dimensioning. Thus, both 

are suited only for prototype sketching, not 

for design and editing. 

The optical tracking mechanism in [12] 

also has 6 DOF which can be used for 

creating 3D primitives, curbs and 

parametrical surfaces in an immersive 

environment. It uses a library for generating 

the models’ geometrical parameters, and 

the user can visualize the models in real-

time. However, 3D geometries modifying 

is not permitted with this system. 

The 6 DOF interaction system from [5] 

uses only one projection screen for 

visualization and supports only direct 

creation of two-dimensional geometries; 

3D entities are obtained through extruding.  

A system for generation and evaluation 

of CAD models is described in [26], [27]. 

Selection, navigation and manipulation of 

objects is made by tracking the user hands 

with a 6 DOF optical tracker, but the creation 

of the 3D models is done exclusively using 

classic 2D interaction devices. 

In [35] is proposed a multimodal system 

for part assembly, and claim that with 

multimodality the user does not need other 

devices besides his/her natural modalities. 

On the other hand, in [9] is recently 

proposed a multimodal architecture for 

CAD applications, which addresses 

flexibility issues and makes a multimodal 

system adaptable to different interactive 

contexts (i.e. desktop vs. VR, and so on.). 

A multimodal interaction system that 

combines gesture recognition with voice 

recognition is presented in [2]. The low 

precision of the system is enhanced in [15], 

presented in Figure 3, by using a haptic 

rendering interface with force feedback for 

the hands. 

 

 

Fig. 3. Multi-modal user interface 
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4. Conclusions and Future Works 
 

A study of current available user-computer 

interaction methods for 3D computer 

modeling was performed. Each interfacing 

device with the virtual environment has its 

own strong and weak points that propagate 

and affect the overall quality of the 

multimodal interfacing system that 

incorporates them. Thus, the creation and 

editing of virtual 3D models is impaired to 

a certain extent by interaction devices.  

This study proves that interaction with 

the virtual environment should be 

improved so that the user can concentrate 

on the actual modeling of 3D objects, not 

on activating certain functionalities of the 

design software. Fundamental modeling 

techniques can and should remain the 

same. However, the interaction interface 

and the corresponding methods need 

careful enhancements to ease the designer 

work, and thus increase the productivity. 

One avenue for future research on this 

line is the user work posture during the 

modeling activity. He must have a 

comfortable and ergonomic body posture 

which will not tire him after prolonged 

activity. In addition, the interaction devices 

must follow the same constraints and make 

use of natural body movements that don’t 

provoke physical or mental stress.  

We will propose and run experiments 

that mimic real working conditions to 

evaluate the effect of different interaction 
devices and based on that results we can 

propose improvements to multimodal 

interaction interfaces used in 3D modeling 

or novel efficient and easy to use designs 

for them. 
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